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## Preface

The history of mathematics at the Warsaw University of Technology goes back to 1826 when the Preparatory School for the Polytechnic Institute was founded thanks to the efforts of Stanisław Staszic. Its first director became Kajetan Garbiński, a professor of mathematics. The school was closed in 1831.

The Warsaw Polytechnic Institute named after Tsar Nicolas II was establihed in 1898. Classes were conducted in Russian untill the outbreak of World War I. The Warsaw University of Technology started on its own in 1915. It was the first Polish technical university. All this time at faculties of engineering there were divisions of mathematics which employed famous professors including Georgij Voronoj, Kazimierz Żorawski, Witold Pogorzelski, Stanisław Saks, Antoni Zygmund, Franciszek Leja, Władysław Nikliborc, Stefan Straszewicz and Roman Sikorski.

In 1963 all the divisions of mathematics were joined together in order to establish the Institute of Mathematics, which in 1975 became a part of the Faculty of Technical Physics and Applied Mathematics. In 1999 the institute was transformed into the Faculty of Mathematics and Information Sciences.

The aim of this monograph is to celebrate 20 years of the Faculty of Mathematics and Information Science. We present a collection of research papers written by mathematicians representing various generations, from assistant professors to full professors, currently employed at the faculty. They cover many areas of mathematics including algebraic structures, analysis on manifolds, control theory, differential geometry, dynamical systems, general geometry, graph theory, mathematical statistics, numerical analysis, partial differential equations and stochastic analysis.
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#### Abstract

Multiple imputation is nowadays a generally accepted approach to statistical inference based on incomplete data sets. Within this methodology it is standard to assess the quality of the estimation by the Rubin estimator of the variance, which, when based on $m$ imputations, has the form $\bar{U}_{m}+(1+1 / m) B_{m}$. Here $\bar{U}_{m}$ is the average of imputation estimators of variance and $B_{m}$ is the empirical variance of imputation estimators. We consider the problem of estimation of variance of multiple imputation estimator in the Bayesian Gaussian model with the Gaussian mean. We show that the Rubin estimator is inadmissible in the class of estimators of the form $v^{2}(\alpha, \beta)=\alpha \bar{U}_{m}+\beta B_{m}, \alpha, \beta \in \mathbb{R}$. We derive the optimal weights $\alpha_{*}$ and $\beta_{*}$, i.e. such that $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ has the smallest MSE in this class of estimators. Since $\alpha_{*}$ and $\beta_{*}$ are defined through complicated expressions we also derive approximate optimal estimators with simple weights $\alpha_{* *}=\frac{1}{f}, \beta_{* *}=-\frac{f}{n(1-f)}$, where $f$ is the response rate and $n$ is the original size of the sample. These estimators outperform the Rubin estimator with respect to both the bias and the MSE. We also consider the case of a non-informative prior. Then the Rubin estimator is unbiased, though it remains inadmissible. Numerical experiments show that the performance of the optimal and the approximate optimal estimators is rather similar, therefore we recommend to use simplified approximate weights.


Keywords: multiple imputation, Rubin estimator, Bayesian Gaussian model
Mathematics Subject Classification (2020): 62D10, 62F15

## 1. INTRODUCTION

The methodology of multiple imputation proposed in Rubin (1987) is nowadays one of the most frequently used approaches to missing data problems. The basic idea lies in creating, instead of one imputation sample, a larger number $m$ of imputation samples. For each of such samples an imputation estimator $\hat{\theta}_{I m p}^{(\ell)}$ is designed according to the same rule, $\ell=1, \ldots, m$. The final estimator is the average $\hat{\theta}_{M I m p}=\frac{1}{m} \sum_{\ell=1}^{m} \hat{\theta}_{I m p}^{(\ell)}$. Typically the variance of $\hat{\theta}_{M I m p}$ is estimated by the Rubin estimator:

$$
v_{\text {Rub }}^{2}=\bar{U}_{m}+\left(1+\frac{1}{m}\right) B_{m},
$$

where $\bar{U}_{m}=\frac{1}{m} \sum_{\ell=1}^{m} \hat{V}_{I m p}^{(\ell)}$ is the average of the imputation estimators $\hat{V}_{\text {Imp }}^{(\ell)}$ of the variance of $\hat{\theta}_{\text {Imp }}^{(\ell)}, \ell=1, \ldots, m$, and $B_{m}=\frac{1}{m-1} \sum_{\ell=1}^{m}\left(\hat{\theta}_{\text {Imp }}^{(\ell)}-\hat{\theta}_{M I m p}\right)^{2}$ is the empirical variance of the single imputation estimators. Though $v_{R u b}^{2}$ was introduced in the Bayesian context, it is widely used in applications for all kinds of data. In this aspect there is some criticism of the Rubin estimator in the literature mostly concerned with analysis of its bias, see e.g. Fay (1992), Kim (2004), Kim, Brick, Fuller, Kalton (2006), von Hippel (2013), Wang and Robins (1998), Robins and Wang (2000), Nielsen (2003), von Hippel (2007), Hughes, Sterne and Tilling (2016), as well as with the optimal choice of the number of imputations, see e.g. von Hippel (2005), Graham, Olchowski, Gilreath (2007), Bodner (2008).

We analyze variance estimation when the procedure of multiple imputation is applied to the mean $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ and the standard estimator of its variance, $\frac{S^{2}}{n}=\frac{1}{n(n-1)} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}$. We consider the Bayesian Gausian model with the Gaussian distribution for the mean and unknown variance (the case of non-informative prior is also studied). We design a natural imputation scheme based on conditional distribution of $\mathbf{X}_{R^{c}} \mid \mathbf{X}_{R}$, where $R$ and $R^{c}$ are respectively, observed and unobserved part of the sample $\mathbf{X}$ of size $n$. In this scheme we introduce a class of the Rubin-type estimators of variance and investigate its properties. In particular, we derive the optimal estimator within this class.

Multiple imputation for different Gaussian models have been already considered in the literature, see e.g. von Hippel (2013a, b), Di Zio and Guarnera (2008). However, to the
best of our knowledge, no results on optimality of the variance estimation are available. In general, it may not be feasible since it involves expressions for moments of the fourth order which typically are hard to handle. But in some special models, as the Bayesian Gaussian model with random Gaussian mean, we analyze here, such formulas are available. In this model we study the optimal estimator of the variance of the multiple imputation estimator in the class $\mathfrak{R}=\left\{\alpha \bar{U}_{m}+\beta B_{m}, \alpha, \beta \in \mathbb{R}\right\}$ of the Rubin-type estimators. We derive optimal coefficients $\alpha$ and $\beta$ and show that the Rubin estimator is not only biased but also inadmissible. Precise expressions for optimal $\alpha$ and $\beta$, we derive, are quite complicated (though explicit) functions of the number of imputations $m$, the original sample size $n$ and the response rate $f$. Therefore we also propose a simplified version of optimal coefficients of the form $\alpha_{* *}=\frac{1}{f}$ and $\beta_{* *}=-\frac{f}{n(1-f)}$ (for large $n$ and $m \rightarrow \infty$ ). We also compare asymptotic properties as ( $m \rightarrow \infty$ and $n$ is arbitrary) of the optimal estimator and the Rubin estimator.

The paper is organized as follows: In Section 2 basic properties of single imputation in the Bayesian Gaussian scheme are derived. This gives a base for analyzing, in Section 3, multiple imputation in this model. Section 4 is devoted to study properties of the Rubin-type variance estimators. In particular, it contains our main results in which we give the optimal and approximate optimal estimators both for informative and non-informative priors. We also obtain optimal unbiased estimators of the Rubin-type in the model with non-informative prior. Additionally, in this section we analyze properties of these estimators when number of imputations is large. Section 5 is for conclusions. All proofs are in the Appendix.

## 2. SINGLE IMPUTATION

Let $\left(X_{1}, \ldots, X_{n}, M\right)$ be a random vector with conditional distribution of $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ given $M$ of the form

$$
\mathbf{X} \mid M=\left(\mathrm{N}\left(M, \sigma^{2}\right)\right)^{\otimes n}
$$

that is, conditionally on $M$ the components of $\mathbf{X}$ are iid normal with the mean $M$ and (unknown) variance $\sigma^{2}$. Moreover, the distribution of $M$ is normal $\mathrm{N}\left(\mu, \kappa \sigma^{2}\right)$, where $\mu \in \mathbb{R}$ and $\kappa>0$ are (known) hyperparameters. We refer to this model by $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$, the "Gaussian-mean-Gaussian" model with parameters $\mu, \sigma^{2}, \kappa$.

Alternatively,

$$
X_{i}=M+\sigma Z_{i}, \quad i=1, \ldots, n
$$

where $Z_{1}, \ldots, Z_{n}$ are iid standard normal random variables and $\left(Z_{1}, \ldots, Z_{n}\right)$ and $M$ (defined above) are independent.

Let $R \subset\{1, \ldots, n\}, \#(R)=r$, be the set of labels of those $X_{i}$ 's which are observed, that is $\mathbf{X}_{R}=\left(X_{i}, i \in R\right)$ is the observed and $\mathbf{X}_{R^{c}}=\left(X_{i}, i \in R^{c}\right)$ is the missing part of the sample $\mathbf{X}$. For future reference by $f=r / n$ we denote the response rate. Missing variables are replaced by imputed ones $\tilde{X}_{i}, i \in R^{c}$. Thus, the sample after imputation, $\mathbf{X}_{\text {Imp }}=\left(\tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$, has the form

$$
\tilde{X}_{i}= \begin{cases}X_{i}, & i \in R, \\ \tilde{X}_{i}, & i \in R^{c}\end{cases}
$$

Hence the imputation versions of estimators $\bar{X}$ and $S^{2}$ are

$$
\bar{X}_{I m p}=\frac{1}{n} \sum_{i=1}^{n} \tilde{X}_{i}, \quad S_{I m p}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(\tilde{X}_{i}-\bar{X}_{I m p}\right)^{2}
$$

It is well known that in $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model the conditional distribution of unobserved $\mathbf{X}_{R^{c}}$ given observed $\mathbf{X}_{R}$ is $(n-r)$-dimensional Gaussian

$$
\mathbf{X}_{R^{c}} \left\lvert\, \mathbf{X}_{R} \sim \mathrm{~N}\left(\frac{r \kappa \bar{X}_{R}+\mu}{r \kappa+1} \mathbf{1}_{R^{c}}, \sigma^{2}\left(\mathbf{I}_{R^{c}}+\frac{\kappa}{r \kappa+1} \mathbf{1}_{R^{c}} \mathbf{1}_{R^{c}}^{T}\right)\right)\right.
$$

where $\bar{X}_{R}=\frac{1}{r} \sum_{i \in R} X_{i}, \mathbf{1}_{R^{c}} \in \mathbb{R}^{n-r}$ is a vector of 1's and $\mathbf{I}_{R^{c}}$ is an $(n-r) \times(n-r)$ identity matrix.

Consequently, $\mathbf{X}_{R^{c}}$ has the representation

$$
\mathbf{X}_{R^{c}}=\frac{r \kappa \bar{X}_{R}+\mu}{r \kappa+1} \mathbf{1}_{R^{c}}+\sigma \mathbf{W}
$$

where

$$
\mathbf{W}=\left(W_{i}, i \in R^{c}\right)=\mathbf{Z}+\sqrt{\frac{\kappa}{r \kappa+1}} U \mathbf{1}_{R^{c}},
$$

$\mathbf{Z}=\left(Z_{i}, i \in R^{c}\right)$ is a vector of iid standard normal random variables, $U$ is a standard normal random variable and $\left(\mathbf{Z}, U, \mathbf{X}_{R}\right)$ are jointly independent.

Since the standard unbiased estimator of $\sigma^{2}$ based on the observed part of the sample is $S_{R}^{2}=\frac{1}{r-1} \sum_{i \in R}\left(X_{i}-\bar{X}_{R}\right)^{2}$, provided $r>1$, it is natural to impute missing values by

$$
\begin{equation*}
\tilde{X}_{j}=\frac{r \kappa \bar{X}_{R}+\mu}{r \kappa+1}+S_{R} W_{j}, \quad j \in R^{c} . \tag{1}
\end{equation*}
$$

Consequently, the imputed sample has the form

$$
\mathbf{X}_{I m p}=\left(X_{i}, i \in R, \frac{r \kappa \bar{X}_{R}+\mu}{r \kappa+1}+S_{R} W_{j}, j \in R^{c}\right) .
$$

Theorem 1. In $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model with imputed values defined in (1) the imputation version of the sample mean is

$$
\begin{equation*}
\bar{X}_{I m p}=f \frac{n \kappa+1}{r \kappa+1} \bar{X}_{R}+(1-f)\left(\frac{1}{r \kappa+1} \mu+S_{R} \bar{W}\right), \tag{2}
\end{equation*}
$$

where $\bar{W}=\bar{Z}+\sqrt{\frac{\kappa}{r \kappa+1}} U$ and $\bar{Z}=\frac{1}{n-r} \sum_{i \in R^{c}} Z_{i}$.
The estimator $\bar{X}_{\text {Imp }}$ is unbiased, i.e. $\mathbb{E} \bar{X}_{\text {Imp }}=\mathbb{E} M=\mu$. Its variance is

$$
\begin{equation*}
\operatorname{Var} \bar{X}_{I m p}=\frac{\sigma^{2}}{n}(n \kappa+1) \tag{3}
\end{equation*}
$$

and its MSE has the form

$$
\begin{equation*}
\operatorname{MSE} \bar{X}_{I m p}=\mathbb{E}\left(\bar{X}_{I m p}-M\right)^{2}=\frac{\sigma^{2}}{n}\left(1+2 \frac{(n-r) \kappa}{r \kappa+1}\right) . \tag{4}
\end{equation*}
$$

Now we consider the imputation version of $S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}$.
Theorem 2. In $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model with imputed values defined in (1) the imputation version of the sample variance is

$$
\begin{equation*}
S_{\text {Imp }}^{2}=\frac{1}{n-1}\left\{S_{R}^{2}\left(r-1+(n-r-1) S_{Z}^{2}\right)+r(1-f)\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}-S_{R} \bar{W}\right)^{2}\right\} \tag{5}
\end{equation*}
$$

It is an unbiased estimator of $\sigma^{2}$ and

$$
\begin{equation*}
\mathbb{V a r} S_{I m p}^{2}=\frac{2 \sigma^{4}}{(n-1)^{2}(r-1)}\left\{(r-1)(n-r-2)+n(n-2)+\tau^{2}\left(2(n-2)+3 \tau^{2}\right)\right\}, \tag{6}
\end{equation*}
$$

where $\tau^{2}=\frac{n \kappa+1}{r \kappa+1} f$.

## THE CASE OF NON-INFORMATIVE PRIOR

Consider now the special situation of non-informative prior distribution of $M$. This is formally realized by taking the limit $\kappa \rightarrow \infty$ in the previous considerations.

Therefore in the case of non-informative prior we impute the missing variables according to the formula

$$
\tilde{X}_{j}=\bar{X}_{R}+S_{R}\left(Z_{j}+\frac{U}{\sqrt{r}}\right), \quad j \in R^{c},
$$

and thus the imputed sample has the form

$$
\mathbf{X}_{\text {Imp }}=\left(X_{i}, i \in R, \bar{X}_{R}+S_{R}\left(Z_{j}+\frac{U}{\sqrt{r}}\right), j \in R^{c}\right) .
$$

Consequently, the imputation version of the sample mean, see (2), is

$$
\bar{X}_{I m p}=\bar{X}_{R}+(1-f) S_{R}\left(\bar{Z}+\frac{U}{\sqrt{r}}\right) .
$$

The MSE of $\bar{X}_{I m p}$ has the form, see (4),

$$
\operatorname{MSE} \bar{X}_{I m p}=\mathbb{E}\left(\bar{X}_{I m p}-M\right)^{2}=\frac{\sigma^{2}}{r}(2-f) .
$$

Note that $\lim _{\kappa \rightarrow \infty} \tau^{2}=1$. Therefore, (5) yields

$$
S_{I m p}^{2}=\frac{1}{n-1} S_{R}^{2}\left\{r-1+(n-r-1) S_{Z}^{2}+r(1-f)\left(\bar{Z}+\frac{U}{\sqrt{r}}\right)^{2}\right\}
$$

and (6) implies

$$
\mathbb{V a r} S_{I m p}^{2}=\frac{2 \sigma^{4}}{(n-1)^{2}(r-1)}\left\{(r+1)(n-r)+(n-1)^{2}\right\} .
$$

## 3. MULTIPLE IMPUTATION

In multiple imputation several, say $m$, imputed samples $\mathbf{X}_{I m p}^{(\ell)}=\left(\tilde{X}_{i}^{(\ell)}, i=1, \ldots, n\right)$, $l=1, \ldots, m$, are created in such a way that random vectors $\tilde{\mathbf{X}}_{R^{c}}^{(\ell)}=\left(\tilde{X}_{i}^{(\ell)}, i \in R^{c}\right), \ell=1, \ldots, m$,
are conditionally independent given the observed part of the sample $\mathbf{X}_{R}=\left(X_{i}, i \in R\right)$ which is common in all imputed samples. Having these samples defined we consider respective imputation estimators of the sample mean, $\bar{X}_{I m p}^{(\ell)}$ and of the sample variance, $\left(S_{I m p}^{(\ell)}\right)^{2}, \ell=1, \ldots, m$. The multiple imputation estimator of the mean is

$$
\begin{equation*}
\bar{X}_{M I m p}=\frac{1}{m} \sum_{\ell=1}^{m} \bar{X}_{I m p}^{(\ell)} . \tag{7}
\end{equation*}
$$

Let us emphasize that this is the case of the proper multiple imputation procedure since any Bayesian multiple imputation is proper if only the complete data estimator is the MLE see Nielsen (2003) - and this is the case of the empirical mean in the Gaussian model.

The Rubin estimator of the variance of $\bar{X}_{M I m p}$ is defined as

$$
v_{R u b}^{2}=\bar{U}_{m}+\frac{m+1}{m} B_{m},
$$

where

$$
\begin{equation*}
\bar{U}_{m}=\frac{1}{m n} \sum_{\ell=1}^{m}\left(S_{I m p}^{(\ell)}\right)^{2} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{m}=\frac{1}{m-1} \sum_{\ell=1}^{m}\left(\bar{X}_{I m p}^{(\ell)}-\bar{X}_{M I m p}\right)^{2} . \tag{9}
\end{equation*}
$$

In $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model imputed samples have the form

$$
\begin{equation*}
\mathbf{X}_{I m p}^{(\ell)}=\left(X_{i}, i \in R, \frac{r \kappa \bar{X}_{R}+\mu}{r \kappa+1}+S_{R} W_{j}^{(\ell)}, j \in R^{c}\right), \quad \ell=1, \ldots, m, \tag{10}
\end{equation*}
$$

with

$$
W_{j}^{(\ell)}=Z_{j}^{(\ell)}+\sqrt{\frac{\kappa}{r \kappa+1}} U^{(\ell)}, \quad j \in R^{c},
$$

where $Z_{j}^{(\ell)}, j \in R^{c}, U^{(\ell)}, \ell=1, \ldots, m$, are iid standard normal random variables.
It is easy to see that

$$
\bar{W}^{(\ell)}=\bar{Z}^{(\ell)}+\sqrt{\frac{\kappa}{r \kappa+1}} U^{(\ell)}, \quad \ell=1, \ldots, m,
$$

are iid normal random variables with zero mean and variance $\tilde{\tau}^{2}=\frac{n \kappa+1}{(r \kappa+1)(n-r)}$.

Theorem 3. In $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model with imputation defined in (10), the multiple imputation estimator of $M$ has the form

$$
\begin{equation*}
\bar{X}_{M I m p}=f \frac{n \kappa+1}{r \kappa+1} \bar{X}_{R}+(1-f)\left(\frac{1}{r \kappa+1} \mu+S_{R} \overline{\bar{W}}\right), \tag{11}
\end{equation*}
$$

where $\overline{\bar{W}}=\frac{1}{m} \sum_{\ell=1}^{m} \bar{W}^{(\ell)}$.
Statistics $B_{m}$ and $\bar{U}_{m}$ defined in (9) and (8), respectively, assume the form:

$$
\begin{equation*}
B_{m}=(1-f)^{2} S_{R}^{2} S_{\bar{W}}^{2} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}_{m}=\frac{1}{n(n-1)}\left\{S_{R}^{2}\left[r-1+(n-r-1) \bar{S}_{Z}^{2}\right]+r(1-f)\left(\frac{\bar{X}_{R}-\mu}{r k+1}-S_{R} \overline{\bar{W}}\right)^{2}+\frac{r}{1-f} \frac{m-1}{m} B_{m}\right\}, \tag{13}
\end{equation*}
$$

where

$$
\bar{S}_{Z}^{2}=\frac{1}{m} \sum_{\ell=1}^{m} S_{Z^{(\ell)}}^{2} \quad \text { and } \quad S_{\bar{W}}^{2}=\frac{1}{m-1} \sum_{\ell=1}^{m}\left(\bar{W}^{(\ell)}-\overline{\bar{W}}\right)^{2} .
$$

Theorem 4. The estimator $\bar{X}_{\text {MImp }}$ is ubiased for $M$ and its MSE has the form

$$
\begin{equation*}
\operatorname{MSE} \bar{X}_{M I m p}=\mathbb{E}\left(\bar{X}_{M I m p}-M\right)^{2}=\left(\frac{n \kappa+f}{n \kappa+1}+\frac{1-f}{m}\right) \frac{\tau^{2} \sigma^{2}}{r} . \tag{14}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\mathbb{E} \bar{U}_{m}=\frac{\sigma^{2}}{n}, \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \boldsymbol{B}_{m}=(1-f) \frac{\tau^{2} \sigma^{2}}{r} \tag{16}
\end{equation*}
$$

and the Rubin estimator $v_{\text {Rub }}^{2}$ is biased with the bias

$$
\begin{equation*}
\mathbb{B} v_{R u b}^{2}=\mathbb{E} v_{R u b}^{2}-\operatorname{MSE} \bar{X}_{M I m p}=\frac{2(1-f)}{n \kappa+1} \frac{\tau^{2} \sigma^{2}}{r} . \tag{17}
\end{equation*}
$$

Remark 5. Note that the relative bias of the Rubin estimator has the form

$$
\begin{equation*}
\frac{\mathbb{B} v_{R u b}^{2}}{\operatorname{MSE} \bar{X}_{M I m p}}=\frac{2(1-f)}{n \kappa+f+\frac{1}{m}(1-f)(n \kappa+1)}<\frac{2(1-f)}{n \kappa+f} . \tag{18}
\end{equation*}
$$

Therefore, in the case of non-informative prior, that is when $\kappa \rightarrow \infty$, we see that the Rubin estimate $v_{\text {Rub }}^{2}$ is unbiased for $\operatorname{MSE} \bar{X}_{\text {MImp }}$ which in this case (i.e. when $\kappa \rightarrow \infty$ ) assumes the form

$$
\operatorname{MSE} \bar{X}_{M I m p}=\mathbb{E}\left(\bar{X}_{M I m p}-M\right)^{2}=\frac{\sigma^{2}}{r}\left(1+\frac{1-f}{m}\right) .
$$

Note also that $\frac{2(1-f)}{n \kappa+f}$, the right-hand side of (18), is the supremum over $m$ of the relative bias for $n, f$ and $\kappa$ given (actually, it is its limit when $m \rightarrow \infty$ ). For $\delta<\frac{2(1-f)}{n \kappa+f}$ it follows that if the number of imputed samples $m$ satisfies

$$
m<\frac{\delta(1-f)(n \kappa+1)}{2(1-f)-\delta(n \kappa+f)}
$$

then the relative bias remains below the level $\delta$.

## 4. OPTIMAL RUBIN-TYPE ESTIMATOR OF THE VARIANCE OF MULTIPLE IMPUTATION ESTIMATOR

In this section we consider estimator of the MSE of $\bar{X}_{\text {MImp }}$ in the class $\mathfrak{R}$ of generalized Rubin estimators of the form

$$
\begin{equation*}
v^{2}(\alpha, \beta)=\alpha \bar{U}_{m}+\beta B_{m}, \quad \alpha, \beta \in \mathbb{R} \tag{19}
\end{equation*}
$$

Note that the Rubin estimator $v_{\text {Rub }}^{2}$ belongs to class $\mathfrak{R}$ with $\alpha=1$ and $\beta=1+\frac{1}{m}$.
Observe that the coefficients of the Rubin estimator do not depend on the response rate $f$. As it will be shown, the optimal coefficients do depend on $f$. In this context it is worth to mention that Bjørnstad (2007) (accompanied by a discussion in Skinner (2007)) suggested a modification of the Rubin estimator $v_{R u b}^{2}$ by incorporating $f$ in the coefficient $\beta$ of $B_{m}$ as follows: $v_{B j o}^{2}=v^{2}\left(1, \frac{1}{1-f}+\frac{1}{m}\right)$. Actually, a more general form $\beta=k+\frac{1}{m}$ was considered and then the approximate condition $\operatorname{Var} \hat{\theta}_{\text {MImp }} \approx \mathbb{E} \bar{U}_{m}+\left(k+\frac{1}{m}\right) \mathbb{E} B_{m}$ allowed to conclude that $k=\frac{1}{1-f}$. Nevertheless, the optimality of $v_{B j o}^{2}$ was not analyzed there. For a comparison of $v_{B j o}^{2}$ with the Rubin estimator see Laaksonen (2016a,b).

The aim of this section is to find optimal weights $\alpha, \beta$, i.e. such that the estimator (19) has the smallest MSE in the class $\Re$. We will also compare the optimal estimator in the class $\Re$ with the Rubin estimator $v_{R u b}^{2}$ and the Bjørnstad estimator $v_{B j o}^{2}$.

The basic auxiliary characteristics for this kind of study are variances and covariances of $\bar{U}_{m}$ and $B_{m}$.

Proposition 6. In $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model

$$
\begin{gather*}
\operatorname{Var} \bar{U}_{m}=\frac{2 \sigma^{4}}{(r-1) n^{2}(n-1)^{2}}\left[(r-1)\left(1-\tau^{2}\right)\left(1+\frac{2-m}{m} \tau^{2}\right)+\left(n-2+\tau^{2}\right)^{2}+\frac{(r+1)\left(n-r-1+\tau^{4}\right)}{m}\right],  \tag{20}\\
\operatorname{Var} B_{m}=\frac{2 \sigma^{4} \tau^{4}(1-f)^{2}}{r^{2}(r-1)}\left(1+\frac{r+1}{m-1}\right), \tag{21}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)=\frac{2 \sigma^{4} \tau^{2}(1-f)}{r(r-1) n(n-1)}\left[n-2+\tau^{2}\left(1+\frac{r+1}{m}\right)\right] . \tag{22}
\end{equation*}
$$

Remark 7. From (20) - (22) and (15), (16) it follows that

$$
\left[\begin{array}{l}
\mathbb{E} \bar{U}_{m}^{2}  \tag{23}\\
\mathbb{E} B_{m}^{2} \\
\mathbb{E} \bar{U}_{m} B_{m}
\end{array}\right]=\frac{\sigma^{4}(r+1)}{(r-1) n^{2}}\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right]
$$

where

$$
\begin{aligned}
& a=1+\frac{2 n(1-f)}{(n-1)^{2} m}+\frac{2\left(1-\tau^{2}\right)\left(2\left(r+1-n-\frac{r-1}{m}\right)+\left(\frac{r-3}{m}-r\right)\left(1+\tau^{2}\right)\right)}{(r+1)(n-1)^{2}}, \\
& b=\frac{\tau^{4}(1-f)^{2}}{f^{2}} \frac{m+1}{m-1}, \\
& c=\frac{\tau^{2}(1-f)}{f}\left(1+\frac{2 \tau^{2}}{m(n-1)}+\frac{2\left(\tau^{2}-1\right)}{(r+1)(n-1)}\right) .
\end{aligned}
$$

Theorem 8. Let

$$
\begin{equation*}
\alpha_{*}=\frac{2 n(r-1)}{r(r+1)} \frac{A_{2} A_{4}}{A_{1}} \quad \text { and } \quad \beta_{*}=\frac{2(r-1)}{(n-1)^{2}(r+1)(1-f) \tau^{2}} \frac{A_{3} A_{4}}{A_{1}} \text {, } \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{1}=a \frac{m+1}{m-1}-\left(1+\frac{2 \tau^{2}}{m(n-1)}+\frac{2\left(\tau^{2}-1\right)}{(r+1)(n-1)}\right)^{2},  \tag{25}\\
& A_{2}=\frac{1}{m-1}-\frac{\tau^{2}}{m(n-1)}+\frac{1-\tau^{2}}{(r+1)(n-1)},  \tag{26}\\
& A_{3}=\frac{\tau^{2}-r}{m}+\left(1-\tau^{2}\right)\left(\frac{n}{m}+\frac{2 r+1-n-2 \frac{r-1}{m}+\left(\frac{r-3}{m}-r\right)\left(1+\tau^{2}\right)}{r+1}\right),  \tag{27}\\
& A_{4}=\tau^{2}+\frac{(1-f) \tau^{2}}{m}-\left(1-\tau^{2}\right) f . \tag{28}
\end{align*}
$$

Then $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ has the smallest MSE among the estimators of the MSE of $\bar{X}_{\text {MImp }}$ from the class $\mathfrak{R}$.


Fig. 1. Theoretical and empirical RMSE of the optimal estimator $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ and the Rubin estimator $v_{R u b}^{2}$. Here $m=5, n=100, \sigma^{2}=1, \mu=0$ and $\kappa=1$. The empirical versions are computed from 100 repetitions

The optimal MSE is

$$
\begin{equation*}
\operatorname{MSE} v^{2}\left(\alpha_{*}, \beta_{*}\right)=\frac{\sigma^{4}}{r^{2}} A_{4}\left(A_{4}-\alpha_{*} f-\beta_{*}(1-f) \tau^{2}\right) \tag{29}
\end{equation*}
$$

Remark 9. A comparison between the RMSE's (root MSE) of the optimal estimator $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ and the Rubin estimator $v_{\text {Rub }}^{2}$ is illustrated in Fig. 1 (with a close-up for high response rates in Fig. 2). The difference is larger for smaller response rates.

### 4.1. THE CASE OF NON-INFORMATIVE PRIOR

The non-informative prior is the case when $\kappa \rightarrow \infty$ (which is equivalent to $\tau^{2} \rightarrow 1$ ). The model we consider is denoted as $\operatorname{GmG}\left(\mu, \sigma^{2}, \infty\right)$. Then the optimal coefficients $\alpha_{*, \infty}$ and


Fig. 2. Close-up of Fig. 1
$\beta_{*, \infty}$ of the estimator $v^{2}(\alpha, \beta) \in \Re$ are obtained by taking respective limits of $\alpha_{*}$ and $\beta_{*}$ defined in (24)-(28) of Theorem 8.

Theorem 10. Consider $\operatorname{GmG}\left(\mu, \sigma^{2}, \infty\right)$ model. Let

$$
\begin{equation*}
\alpha_{*, \infty}=\frac{n m-2 m+1}{f(m-1)} K \quad \text { and } \quad \beta_{*, \infty}=-\frac{r-1}{(1-f)(n-1)} K, \tag{30}
\end{equation*}
$$

where

$$
K=\frac{2(r-1)\left(1+\frac{1-f}{m}\right)}{m(n-1)(r+1) A_{1, \infty}}
$$

and

$$
A_{1, \infty}=\lim _{K \rightarrow \infty} A_{1}=\left(1+\frac{2(n-r)}{m(n-1)^{2}}\right) \frac{m+1}{m-1}-\left(1+\frac{2}{m(n-1)}\right)^{2}
$$

Then, in the case of non-informative prior, $v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)$ is the optimal estimator of the MSE of $\bar{X}_{\text {MImp }}$ in the class $\Re$. The MSE of this estimator is

$$
\begin{equation*}
\operatorname{MSE} v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)=\frac{\sigma^{4}}{r^{2}}\left(1+\frac{1-f}{m}\right)\left(1+\frac{1-f}{m}-\alpha_{*, \infty} f-\beta_{*, \infty}(1-f)\right) . \tag{31}
\end{equation*}
$$

Remark 11. For $n \rightarrow \infty$ in such a way that the response rate $f$ remains constant we obtain

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \alpha_{*, \infty}=\frac{1+\frac{1-f}{m}}{f} \\
& \lim _{n \rightarrow \infty} n \beta_{*, \infty}=-\frac{(m-1) f\left(1+\frac{1-f}{m}\right)}{m(1-f)} .
\end{aligned}
$$

Thus for large sample size $n$ and small $m$ we can use an approximate optimal version of the estimator of the MSE of the form

$$
\begin{equation*}
v^{2}\left(\alpha_{*, m}, \beta_{*, m}\right), \tag{32}
\end{equation*}
$$

where approximate (for large n) values of $\alpha_{*, \infty}$ and $\beta_{*, \infty}$ are

$$
\alpha_{*, m}=\frac{1+\frac{1-f}{m}}{f} \quad \text { and } \quad \beta_{*, m}=-\frac{(m-1) f\left(1+\frac{1-f}{m}\right)}{n m(1-f)}
$$

Taking $m \rightarrow \infty$ in $\alpha_{*, m}$ and $\beta_{*, m}$ we get

$$
\alpha_{* *}=\frac{1}{f} \quad \text { and } \quad \beta_{* *}=-\frac{f}{n(1-f)} .
$$

Thus, if additionally number of imputations $m$ is large one may use a simplified version of the optimal estimator of the form

$$
\begin{equation*}
v^{2}\left(\alpha_{* *}, \beta_{* *}\right) \tag{33}
\end{equation*}
$$

As it is seen in Fig. 3 and Fig. 4 below, both approximate estimators of the MSE, $v^{2}\left(\alpha_{*, m}, \beta_{*, m}\right)$ and $v^{2}\left(\alpha_{* *}, \beta_{* *}\right)$, are close to the optimal one and perform much better than Rubin's estimator $v_{\text {Rub }}^{2}=v^{2}(1,1+1 / m)$. The same holds true for the estimator $v^{2}\left(\alpha_{1}, \beta_{1}\right)$, where $\alpha_{1}=1 / f$ and $\beta_{1}=\left(\frac{1}{f}-\frac{1}{1-f}\right) \frac{1}{n}$ designed as simplified approximate optimal for the ordinary (non-Bayesian) Gaussian model in Wesołowski (2017). As emphasized in Van Buuren (2018), p. 72, the $\frac{1}{m}$ part of the $\beta$ coefficient in $v_{R u b}^{2}$ "is critical to make multiple imputation work at low levels of $m^{\prime \prime}$. However, as we see in Fig. 3, performance of $v_{\text {Rub }}^{2}$ for low $m$ (Fig. 3 is for $m=5$ ) is much worse than that of the optimal or approximate optimal estimators. Actually, performance of $v_{\text {Rub }}^{2}$ for low $m$ is even worse than that for high $m$ (Fig. 4 is for $m=100$ ). The Bjørnstad estimator, $v_{B j o}^{2}$, except of very small response rates, performs poorly for both low and high m .


Fig. 3. Ratios (the case of low value of $m$ ): the RMSE of the optimal estimator $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ divided by the RMSE of $v^{2}\left(\alpha_{* *}, \beta_{* *}\right), v_{R u b}^{2}, v^{2}\left(\alpha_{*, m}, \beta_{*, m}\right), v^{2}\left(\alpha_{1}, \beta_{1}\right)$ and $v_{B, j}^{2}$, respectively. The computations were done for $m=5, n=100, \sigma^{2}=1, \kappa=\infty$

### 4.2. UNBIASED ESTIMATORS FOR NON-INFORMATIVE PRIOR

Note that it follows from the formula for the bias of Rubin's estimator, see (17), that if $\kappa \rightarrow \infty$, that is in the non-informative case, $v_{\text {Rub }}^{2}$ is unbiased. We have already seen that this estimator is non-admissible in the class $\Re$.

Now we address a natural question of optimality of the Rubin estimator among unbiased estimators of the class $\Re$, i.e. we are interested in the class

$$
\Re_{u}=\left\{\alpha \bar{U}_{m}+\beta B_{m}: \text { such that } \alpha \mathbb{E} \bar{U}_{m}+\beta \mathbb{E} B_{m}=\operatorname{MSE} \bar{X}_{M I m p}\right\} \subset \Re .
$$

As it is shown below, Rubin's estimator $v_{R u b}^{2}$ is non-admissible also in $\Re_{u}$.


Fig. 4. Ratios (the case of high value of $m$ ): the RMSE of the optimal estimator $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ divided by the RMSE of $v^{2}\left(\alpha_{* *}, \beta_{* *}\right), v_{R u b}^{2}, v^{2}\left(\alpha_{*, m}, \beta_{*, m}\right), v^{2}\left(\alpha_{1}, \beta_{1}\right)$ and $v_{B j o}^{2}$, respectively. The computations were done for $m=100, n=100, \sigma^{2}=1, \kappa=\infty$

Theorem 12. We consider the model $\operatorname{GmG}\left(\mu, \sigma^{2}, \infty\right)$. Let

$$
\begin{equation*}
\alpha_{*, u}=\frac{1}{f}\left(1+\frac{1-f}{m}\right) \frac{(m(n-2)+1)(n-1)}{m(n-1)^{2}-(m-1)(n+r-2)} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{*, u}=-\frac{1}{1-f}\left(1+\frac{1-f}{m}\right) \frac{(r-1)(m-1)}{m(n-1)^{2}-(m-1)(n+r-2)} \tag{35}
\end{equation*}
$$

Then $v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)$ is optimal estimator of the MSE of the $\bar{X}_{\text {MImp }}$ in the class $\mathfrak{R}_{u}$.
Remark 13. Note that in the case of unbiased estimators, simplified versions of $v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)$ for large $n$ and large both $n$ and $m$ are exactly the same as the estimators given in (32) and (33), respectively. It follows from the fact that the limits of $\alpha_{*, u}$ and $n \beta_{*, u}$ as $n \rightarrow \infty$ and then as also $m \rightarrow \infty$ are exactly the same as in Remark 11 .

Proposition 14. The MSE of the Rubin estimator $v_{\text {Rub }}^{2}$ has the form

$$
\begin{equation*}
\operatorname{MSE} v_{R u b}^{2}=\frac{2 \sigma^{4}}{r^{2}(r-1)}\left(\left(1+\frac{1-f}{m}\right)^{2}+A\right), \tag{36}
\end{equation*}
$$



Fig. 5. Ratios: standard deviation of optimal unbiased estimator $v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)$ divided by that of the Rubin estimator $v_{\text {Rub }}^{2}$ for different choices of $m=3,5,10,50$. The computations were done for $n=100, \sigma^{2}=1$
where

$$
A=\frac{(r+1)(1-f)}{m}\left[\frac{r f}{(n-1)^{2}}+\frac{(m+1)^{2}(1-f)}{m(m-1)}+2 \frac{(m+1) f}{m(n-1)}\right] .
$$

In Fig. 5 we compare standard deviations of $v_{R u b}^{2}$ and $v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)$ for traditional choices for $m$, that is $m=3,5,10$ and the higher one, $m=50$. We see that the larger $m$ gets, the closer standard deviation of the Rubin estimator to the one of the optimal unbiased estimator. Actually, as it is proved in the next result, asymptotically (as $m \rightarrow \infty$ ) they are identical. Nevertheless, the optimal estimator $v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)$ (the one without the unbiasedness constraint) is asymptotically strictly more efficient than $v_{R u b}^{2}$.

Theorem 15. If $r>1$ then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \mathbb{V a r} v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)=\lim _{m \rightarrow \infty} \operatorname{Var} v_{R u b}^{2}=\frac{2 \sigma^{4}}{r^{2}(r-1)} . \tag{37}
\end{equation*}
$$

## Moreover,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{\operatorname{MSE} v^{2}\left(\alpha_{, \infty, \infty}, \beta_{x, \infty}\right)}{\operatorname{Var} v_{R u b}^{2}}=\frac{r-1}{r+1}<1 . \tag{38}
\end{equation*}
$$

## 5. CONCLUSIONS

In this paper we analyzed the multiple imputation methodology in the Bayesian Gaussian model with the Gaussian mean $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$. We derived optimal weights $\alpha_{*}$ and $\beta_{*}$ such that the estimator $v^{2}\left(\alpha_{*}, \beta_{*}\right)$ of MSE $\bar{X}_{\text {MImp }}$ in the class $\Re$ of Rubin-type estimators of the form

$$
v^{2}(\alpha, \beta)=\alpha \bar{U}_{m}+\beta B_{m}, \quad \alpha, \beta \in \mathbb{R}
$$

is optimal, i.e. it has the minimal MSE. This estimator outperforms the popular Rubin estimator, $v_{\text {Rub }}^{2}=v^{2}(1,(m+1) / m)$, with respect to both the bias and the MSE. Since the Rubin estimator is widely used in practice it is worth to emphasize that, in view of the obtained results, this estimator is inadmissible (at least in the Bayesian Gaussian $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ models). Similar situation holds for optimal unbiased estimators for non-informative prior, that is in $\operatorname{GmG}\left(\mu, \sigma^{2}, \infty\right)$ model in which the Rubin estimator is unbiased. Nevertheless, at least in the case of large $m$ both the Rubin estimator and the optimal unbiased one have the same asymptotic MSE. Since the formulas for the optimal coefficients $\alpha_{*}, \beta_{*}$ and $\alpha_{*, u}, \beta_{*, u}$ ( $u$ stands for the unbiased estimator) are quite complicated we propose their approximate $\alpha_{*, m}, \beta_{*, m}$ or simplified $\alpha_{* *}, \beta_{* *}$ versions. Numerical experiments show that performances of the optimal, approximate optimal and simplified optimal estimators are comparable under the model with non-informative prior. Therefore, in practice, when the extraordinary precision is not neccessary, we recommend to use non-informative prior with either simplified (when both $m$ and $n$ are large) or approximate (when $n$ is large only) Rubin-type estimators.

## APPENDIX

## 1. PROOF OF THEOREM 1

Proof. The form of the imputation estimator as given in (2) follows immediately from the way, (1), we impute variables. Note that in the $\operatorname{GmG}\left(\mu, \sigma^{2}, \kappa\right)$ model $X_{i}=M+\sigma Z_{i}$, $i \in R$, where $Z_{i}, i \in R$, are iid standard normal random variables and $\left(Z_{i}, i \in R\right)$ and $M$ are independent. Therefore, $S_{R}^{2}=\frac{\sigma^{2}}{r-1} \sum_{i \in R}\left(Z_{i}-\bar{Z}\right)^{2}$ and $\bar{X}_{R}=M+\sigma \bar{Z}$ are independent too. Consequently,

$$
\operatorname{Var} \bar{X}_{I m p}=\left(\frac{(n \kappa+1) f}{r \kappa+1}\right)^{2} \operatorname{Var} \bar{X}_{R}+(1-f)^{2} \operatorname{Var} S_{R} \bar{W}
$$

Moreover,

$$
\begin{equation*}
\mathbb{V a r} \bar{X}_{R}=\mathbb{V a r} M+\sigma^{2} \operatorname{Var} \bar{Z}=\frac{\sigma^{2}}{r}(r \kappa+1) \tag{39}
\end{equation*}
$$

Note also that $\bar{W} \sim \mathrm{~N}\left(0, \tilde{\tau}^{2}\right)$, where

$$
\begin{equation*}
\tilde{\tau}^{2}=\frac{n \kappa+1}{(n-r)(r \kappa+1)}=\frac{\tau^{2}}{r(1-f)} \tag{40}
\end{equation*}
$$

and thus

$$
\operatorname{Var} S_{R} \bar{W}=\mathbb{E} S_{R}^{2} \mathbb{E} \bar{W}^{2}=\sigma^{2} \tilde{\tau}^{2}
$$

Therefore,

$$
\operatorname{Var} \bar{X}_{I m p}=\left(\frac{(n \kappa+1) f}{r \kappa+1}\right)^{2} \frac{\sigma^{2}}{r}(r \kappa+1)+(1-f)^{2} \sigma^{2} \frac{n \kappa+1}{(n-r)(r \kappa+1)} .
$$

After simplifications one gets (3).
Note that

$$
\operatorname{MSE} \bar{X}_{I m p}=\mathbb{E}\left(\left(\bar{X}_{I m p}-\mu\right)-(M-\mu)\right)^{2}=\operatorname{Var} \bar{X}_{I m p}+\operatorname{Var} M-2 \mathbb{C o v}\left(\bar{X}_{I m p}, M\right)
$$

Since

$$
\operatorname{Cov}\left(\bar{X}_{I m p}, M\right)=\frac{(n \kappa+1) f}{r \kappa+1} \operatorname{Cov}\left(\bar{X}_{R}, M\right)=\frac{(n \kappa+1) f}{r \kappa+1} \operatorname{Var} M
$$

by (3) we get

$$
\operatorname{MSE} \bar{X}_{I m p}=\frac{\sigma^{2}}{n}(n \kappa+1)+\sigma^{2} \kappa-2 \frac{(n \kappa+1) f}{r \kappa+1} \sigma^{2} \kappa .
$$

After simplifications we arrive at (4).

## 2. PROOF OF THEOREM 2

Proof. By (1) directly from the definition of $S_{\text {Imp }}^{2}$ we have

$$
(n-1) S_{I m p}^{2}=\sum_{i \in R}\left(X_{i}-\bar{X}_{I m p}\right)^{2}+\sum_{i \in R^{c}}\left(\frac{r \kappa \bar{X}_{R}-\mu}{r \kappa+1}+S_{R} W_{i}-\bar{X}_{I m p}\right)^{2}=: I_{1}+I_{2} .
$$

Using (2) for $\bar{X}_{\text {Imp }}$, after computation, we get

$$
\begin{aligned}
& I_{1}=(r-1) S_{R}^{2}+r(1-f)^{2}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}-S_{R} \bar{W}\right)^{2} \\
& I_{2}=(n-r-1) S_{R}^{2} S_{Z}^{2}+r f(1-f)\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}-S_{R} \bar{W}\right)^{2}
\end{aligned}
$$

where for $I_{2}$ we use additonally the fact that $S_{W}^{2}=S_{Z}^{2}$. Thus (5) follows.
Note also that

$$
\mathbb{E} S_{R}^{2}=\sigma^{2}, \quad \mathbb{E} S_{Z}^{2}=1
$$

Moreover, $\bar{X}_{R}, S_{R}$ and $\bar{W}$ are independent and thus

$$
\begin{equation*}
\mathbb{E}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}-S_{R} \bar{W}\right)^{2}=\mathbb{E}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}+\mathbb{E} S_{r}^{2} \bar{W}^{2} . \tag{41}
\end{equation*}
$$

By (39) we get

$$
\mathbb{E}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}=\frac{1}{(r \kappa+1)^{2}} \mathbb{V a r} \bar{X}_{R}=\frac{\sigma^{2}}{r(r \kappa+1)} .
$$

Since $\mathbf{X}_{R}$ and $\bar{W}$ are independent

$$
\begin{equation*}
\mathbb{E} S_{R}^{2} \bar{W}^{2}=\tilde{\tau}^{2} \mathbb{E} S_{R}^{2} \tag{42}
\end{equation*}
$$

Consequently, due to (40), we see that (5) implies

$$
\mathbb{E} S_{I m p}^{2}=\frac{\sigma^{2}}{n-1}\left(n-2+n f(1-f)\left(\frac{1}{r(r \kappa+1)}+\tilde{\tau}^{2}\right)\right)=\sigma^{2},
$$

and thus $S_{\text {Imp }}^{2}$ is unbiased for $\sigma^{2}$.
To prove (6) we first note that $S_{I m p}^{2}$ can be rewritten as

$$
(n-1) S_{I m p}^{2}=S_{R}^{2}\left(r-1+(n-r-1) S_{Z}^{2}+n f(1-f) \bar{W}^{2}\right)
$$

$$
+r(1-f)\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}-2 r(1-f) \frac{\bar{X}_{R}-\mu}{r \kappa+1} S_{R} \bar{W}=: A_{1}+A_{2}+A_{3} .
$$

Since $\bar{X}_{R}$ and the random vector $\left(S_{R}^{2}, S_{Z}^{2}, \bar{W}\right)$ are independent it follows that $\operatorname{Cov}\left(A_{1}, A_{2}\right)=0$. Moreover, since additionally $\mathbb{E}\left(\bar{X}_{R}-\mu\right)=0=\mathbb{E}\left(\bar{X}_{R}-\mu\right)^{3}$ it follows that $\operatorname{Cov}\left(A_{1}, A_{3}\right)=0$ $=\operatorname{Cov}\left(A_{2}, A_{3}\right)$. Therefore

$$
\begin{equation*}
(n-1)^{2} \mathbb{V} a r S_{I m p}^{2}=V_{1}+\left(\frac{r(1-f)}{r \kappa+1}\right)^{2}\left(\frac{V_{2}}{(r \kappa+1)^{2}}+4 V_{3}\right) \tag{43}
\end{equation*}
$$

where $V_{1}=\mathbb{V a r} S_{R}^{2} Y$ with

$$
\begin{gather*}
Y=r-1+(n-r-1) S_{Z}^{2}+r(1-f) \bar{W}^{2}  \tag{44}\\
V_{2}=\operatorname{Var}\left(\bar{X}_{R}-\mu\right)^{2} \quad \text { and } \quad V_{3}=\operatorname{Var}\left(\bar{X}_{R}-\mu\right) S_{R} \bar{W} .
\end{gather*}
$$

Note that for independent random variables $A, B$ we have

$$
\begin{equation*}
\mathbb{V a r} A B=\operatorname{Var} A \operatorname{Var} B+(\mathbb{E} A)^{2} \operatorname{Var} B+\mathbb{V} \operatorname{ar} A(\mathbb{E} B)^{2} \tag{45}
\end{equation*}
$$

Consequently,

$$
V_{1}=\mathbb{V a r} S_{R}^{2} \mathbb{V a r} Y+\left(\mathbb{E} S_{R}^{2}\right)^{2} \mathbb{V a r} Y+\mathbb{V a r} S_{R}^{2}(\mathbb{E} Y)^{2}
$$

Since $\frac{r-1}{\sigma^{2}} S_{R}^{2}$ has the $\chi^{2}(r-1)$ distribution we have

$$
\begin{equation*}
\operatorname{Var} S_{R}^{2}=\frac{2}{r-1} \sigma^{4} \tag{46}
\end{equation*}
$$

Moreover, see (42) and note that $r(1-f) \tilde{\tau}^{2}=\tau^{2}$,

$$
\begin{equation*}
\mathbb{E} Y=r-1+(n-r-1) \mathbb{E} S_{Z}^{2}+r(1-f) \mathbb{E} \bar{W}^{2}=n-2+\tau^{2} \tag{47}
\end{equation*}
$$

Since $S_{Z}^{2}$ and $\bar{W}$ are independent

$$
\operatorname{Var} Y=(n-r-1)^{2} \operatorname{Var} S_{Z}^{2}+r^{2}(1-f)^{2} \operatorname{Var} \bar{W}^{2}
$$

Note that $(n-r-1) S_{Z}^{2}$ has the $\chi^{2}(n-r-1)$ distribution. Consequently,

$$
\operatorname{Var} S_{Z}^{2}=\frac{2}{n-r-1}
$$

Since $\bar{W} \sim \mathrm{~N}\left(0, \tilde{\tau}^{2}\right)$ it follows that $\operatorname{Var} \bar{W}^{2}=2 \tilde{\tau}^{4}$. Summing up we get

$$
\begin{equation*}
\mathbb{V a} r Y=2\left(n-r-1+\tau^{4}\right) \tag{48}
\end{equation*}
$$

Consequently,

$$
\mathbb{V a r} S_{R}^{2} \mathbb{V a r} Y=\frac{4 \sigma^{4}}{r-1}\left(n-r-1+\tau^{4}\right), \quad\left(\mathbb{E} S_{R}^{2}\right)^{2} \operatorname{Var} Y=2 \sigma^{4}\left(n-r-1+\tau^{4}\right)
$$

and

$$
\operatorname{Var} S_{R}^{2}(\mathbb{E} Y)^{2}=\frac{2 \sigma^{4}}{r-1}\left(n-2+\tau^{2}\right)^{2}
$$

Therefore, combining the first two terms of $V_{1}$, we get

$$
V_{1}=\frac{2 \sigma^{4}(r+1)}{r-1}\left(n-r-1+\tau^{4}\right)+\frac{2 \sigma^{4}}{r-1}\left(n-2+\tau^{2}\right)^{2} .
$$

Since $\bar{X}_{R} \sim \mathrm{~N}\left(\mu, \sigma^{2} \frac{r \kappa+1}{r}\right)$ we get

$$
\begin{equation*}
V_{2}=2 \sigma^{4}\left(\frac{r \kappa+1}{r}\right)^{2} . \tag{49}
\end{equation*}
$$

By independence of $\bar{X}_{R}, S_{R}^{2}, \bar{W}$ we conclude that

$$
V_{3}=\mathbb{V a r} \bar{X}_{R} \mathbb{E} S_{R}^{2} \tilde{\tau}^{2}=\frac{r \kappa+1}{r} \sigma^{4} \tilde{\tau}^{2} .
$$

Finally, plugging the formulas for $V_{1}, V_{2}$ and $V_{3}$ into (43) we can write

$$
\begin{aligned}
& (n-1)^{2} \mathbb{V a r} S_{I m p}^{2} \\
& =2 \sigma^{4}\left\{\frac{(r+1)(n-r-1)+(n-2)^{2}+2(n-2) \tau^{2}+3 \tau^{4}}{r-1}+(1-f)^{2}\left(\frac{1}{(r \kappa+1)^{2}}+2 \frac{r \tilde{\tau}^{2}}{r \kappa+1}+r^{2} \tilde{\tau}^{4}\right)\right\}
\end{aligned}
$$

Plugging $\tilde{\tau}^{2}$ as given in (40) we get

$$
(1-f)^{2}\left(\frac{1}{(r \kappa+1)^{2}}+2 \frac{r \tilde{\tau}^{2}}{r \kappa+1}+r^{2} \tilde{\tau}^{4}\right)=1 .
$$

Hence, after some algebra, (6) follows.

## 3. PROOF OF THEOREM 3

Proof. Each of imputed samples (10) gives rise to the imputation estimator

$$
\bar{X}_{I m p}^{(\ell)}=f \frac{n \kappa+1}{r \kappa+1} \bar{X}_{R}+(1-f)\left(\frac{\mu}{r \kappa+1}+S_{R} \bar{W}^{(\ell)}\right), \quad \ell=1, \ldots, m,
$$

and thus (11) follows immediately from (7).
Plugging

$$
\bar{X}_{I m p}^{(\ell)}-\bar{X}_{M I m p}=(1-f) S_{R}\left(\bar{W}^{(\ell)}-\overline{\bar{W}}\right), \quad \ell=1, \ldots, m,
$$

into (9) we get (12).
For $\ell=1, \ldots, m$, the imputation version of $S^{2}$ statistic, $\left(S_{\operatorname{Imp}}^{(\ell)}\right)^{2}$ (see (5)), satisfies

$$
\begin{aligned}
(n-1)\left(S_{\text {Imp }}^{(\ell)}\right)^{2}= & S_{R}^{2}\left(r-1+(n-r-1) S_{Z^{(l)}}^{2}+r(1-f)\left(\bar{W}^{(\ell)}\right)^{2}\right) \\
& +r(1-f)\left(\frac{\bar{X}_{R}-\mu}{r K+1}\right)^{2}-2 r(1-f) \frac{\bar{X}_{R}-\mu}{r K+1} S_{R} \bar{W}^{(\ell)} .
\end{aligned}
$$

Taking the mean according to (8) we get

$$
\begin{aligned}
n(n-1) \bar{U}_{m}= & S_{R}^{2}\left[r-1+(n-r-1) \bar{S}_{Z}^{2}+r(1-f)\left(\frac{m-1}{m} S_{\bar{W}}^{2}+\overline{\bar{W}}^{2}\right)\right] \\
& +r(1-f)\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}-2 r(1-f) \frac{\bar{X}_{R}-\mu}{r \kappa+1} S_{R} \overline{\bar{W}}
\end{aligned}
$$

Thus (13) follows.

## 4. PROOF OF THEOREM 4

Proof. The unbiasedness of $\bar{X}_{I m p}^{(\ell)}$, for any $\ell=1, \ldots, m$, implies immediately that $\bar{X}_{\text {MImp }}$ is unbiased.

Note that MSE $\bar{X}_{\text {MImp }}$ can be computed as follows:

$$
\frac{1}{m^{2}} \mathbb{E}\left(\sum_{\ell=1}^{m}\left(\bar{X}_{I m p}^{(\ell)}-M\right)\right)^{2}=\frac{1}{m} \operatorname{MSE} \bar{X}_{I m p}+\frac{m-1}{m} \mathbb{C o v}\left(\bar{X}_{I m p}^{(1)}-M, \bar{X}_{I m p}^{(2)}-M\right) .
$$

From (2) we conclude that

$$
\begin{aligned}
& \operatorname{Cov}\left(\bar{X}_{I m p}^{(1)}-M, \bar{X}_{I m p}^{(2)}-M\right)=\operatorname{Var}\left(\tau^{2} \bar{X}_{R}-M\right) \\
& \quad+(1-f) \operatorname{Cov}\left(\tau^{2} \bar{X}_{R}-M, S_{R}\left(\bar{W}^{(1)}+\bar{W}^{(2)}\right)\right)+(1-f)^{2} \operatorname{Cov}\left(S_{R} \bar{W}^{(1)}, S_{R} \bar{W}^{(2)}\right) .
\end{aligned}
$$

Since $\left(S_{R}, \bar{W}\right)$ and $(\bar{X}, M)$ are independent the first covariance in the line above is zero. Moreover, independence of $S_{R}, \bar{W}^{(1)}$ and $\bar{W}^{(2)}$ together with the fact that $\mathbb{E} \bar{W}^{(\ell)}=0, \ell=1,2$, implies that the second covariance also vanishes.

Since $\bar{X}_{R}=M+\sigma \bar{Z}_{R}$, where $Z_{i}, i \in R$, are iid standard normal random variables and $\left(Z_{i}\right)_{i \in R}$ and $M$ are independent we conclude that

$$
\begin{aligned}
\mathbb{C o v}\left(\bar{X}_{I m p}^{(1)}-M, \bar{X}_{I m p}^{(2)}-M\right) & =\operatorname{Var}\left(\tau^{2} \sigma \bar{Z}_{R}+\left(\tau^{2}-1\right) M\right) \\
& =\left(\frac{(n \kappa+1) f}{r \kappa+1}\right)^{2} \frac{\sigma^{2}}{r}+\left(\frac{1-f}{r \kappa+1}\right)^{2} \kappa \sigma^{2}=\sigma^{2} \frac{n \kappa+f}{n(r \kappa+1)} .
\end{aligned}
$$

This formula together with (4), after computation, gives (14).
Since, for any $\ell=1, \ldots, m,\left(S_{\text {Imp }}^{(\ell)}\right)^{2}$ is unbiased for $\sigma^{2}$, see Theorem 2, we get (15).
Similarly, (12) implies $\mathbb{E} B_{m}=(1-f)^{2} \mathbb{E} S_{R}^{2} \mathbb{E} S_{\bar{W}}^{2}=(1-f)^{2} \sigma^{2} \tilde{\tau}^{2}$ and thus (16) follows from (40).

Using (14), (15), (16) and (40) we see that the Rubin estimate of the variance of $\bar{X}_{\text {MImp }}$ is biased with the bias

$$
\begin{aligned}
\mathbb{E} v_{R u b}^{2}-\operatorname{MSE} \bar{X}_{M I m p} & =\frac{\sigma^{2}}{n}+\frac{m+1}{m}(1-f)^{2} \tilde{\tau}^{2} \sigma^{2}-\left(\frac{n \kappa+f}{n(r \kappa+1)}+\frac{(1-f)^{2} \tilde{\tau}^{2}}{m}\right) \sigma^{2} \\
& =\frac{\sigma^{2}}{n}\left(1+\frac{(1-f)(n \kappa+1)-n \kappa-f}{r \kappa+1}\right) .
\end{aligned}
$$

After calculation we get the formula (17).

## 5. PROOF OF PROPOSITION 6

Proof. From the representation (13) we get

$$
\mathbb{V a r} \bar{U}_{m}=\frac{1}{n^{2}(n-1)^{2}}\left\{\mathbb{V a r} S_{R}^{2} \bar{Y}+r^{2}(1-f)^{2}\left(\mathbb{V a r}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}+4 \operatorname{Var} \frac{\bar{X}_{R}-\mu}{r k+1} S_{R} \overline{\bar{W}}\right)\right\}
$$

where

$$
\bar{Y}=r-1+(n-r-1) \bar{S}_{Z}^{2}+r(1-f)\left(\overline{\bar{W}}^{2}+\frac{m-1}{m} S_{\bar{W}}^{2}\right)
$$

Since $\bar{X}_{R}, S_{R}^{2}, \bar{Y}, \overline{\bar{W}}$ are (jointly) independen, $\mathbb{E} \overline{\bar{W}}=0$ and $\mathbb{E} \bar{X}_{R}=\mu$ it follows that all the covariances expected to be in $\operatorname{Var} \bar{U}_{m}$ are equal zero.

Note that $\bar{Y}=\frac{1}{m} \sum_{\ell=1}^{m} Y^{(\ell)}$, where $Y^{(1)}, \ldots, Y^{(m)}$ are iid copies of $Y$ defined in (44) (with $Z$ and $\bar{W}$ changed into $Z^{(\ell)}$ and $\bar{W}^{(\ell)}$, respectively). Thus $Y^{(\ell)} \stackrel{d}{=} Y, \ell=1, \ldots, m$. Hence $\mathbb{E} \bar{Y}=\mathbb{E} Y$ and $\mathbb{V a} r \bar{Y}=\frac{1}{m} \mathbb{V a r} Y$. Consequently, (45) yields

$$
\operatorname{Var} S_{R}^{2} \bar{Y}=\frac{1}{m} \mathbb{E} S_{R}^{4} \mathbb{V a r} Y+\mathbb{V a r} S_{R}^{2}(\mathbb{E} Y)^{2}
$$

Note that $\mathbb{E} S_{R}^{4}=\operatorname{Var} S_{R}^{2}+\left(\mathbb{E} S_{R}^{2}\right)^{2}=\frac{2 \sigma^{4}}{r-1}+\sigma^{4}=\frac{\sigma^{4}(r+1)}{r-1}$. Therefore (47) and (48) yield

$$
\operatorname{Var} S_{R}^{2} \bar{Y}=\frac{2 \sigma^{4}}{r-1}\left[\left(n-2+\tau^{2}\right)^{2}+\frac{r+1}{m}\left(n-r-1+\tau^{4}\right)\right] .
$$

Moreover, due to (49)

$$
\operatorname{Var}\left(\frac{\bar{X}_{R}-\mu}{r \kappa+1}\right)^{2}=\frac{2 \sigma^{4}}{(r(r \kappa+1))^{2}}
$$

For the third term in the expression for $\operatorname{Var} \bar{U}_{m}$ we obtain, see (39) and (40),

$$
\mathbb{V a r} \frac{\bar{X}_{R}-\mu}{r k+1} S_{R} \overline{\bar{W}}=\mathbb{V a r} \frac{\bar{X}_{R}-\mu}{r \kappa+1} \mathbb{E} S_{R}^{2} \mathbb{E} \overline{\bar{W}}^{2}=\frac{\sigma^{4} \tau^{2}}{m r^{2}(r \kappa+1)(1-f)}
$$

Combining the three terms, after some algebra we arrive at (20).
To compute the variance of $B_{m}$ we use (12) and thus we get

$$
\mathbb{V a r} B_{m}=(1-f)^{4}\left(\mathbb{V a r} S_{R}^{2} \mathbb{V a r} S_{\bar{W}}^{2}+\operatorname{Var} S_{R}^{2}\left(\mathbb{E} S_{\bar{W}}^{2}\right)^{2}+\left(\mathbb{E} S_{R}^{2}\right)^{2} \mathbb{V a r} S_{\bar{W}}^{2}\right)
$$

Since $\frac{(m-1) S_{\bar{W}}^{2}}{\tilde{\tau}^{2}}$ has the chi-square distribution with $m-1$ degrees of freedom it follows that, see (40), $\mathbb{E} S_{\bar{W}}^{2}=\tilde{\tau}^{2}$ and

$$
\begin{equation*}
\operatorname{Var} S_{\bar{W}}^{2}=\frac{2}{m-1} \tilde{\tau}^{4} . \tag{50}
\end{equation*}
$$

Consequently,

$$
\operatorname{Var} B_{m}=(1-f)^{4}\left(\frac{2 \sigma^{4}}{r-1}\left(\frac{2}{m-1} \tilde{\tau}^{4}+\tilde{\tau}^{4}\right)+\sigma^{4} \frac{2}{m-1} \tilde{\tau}^{4}\right)=2(1-f)^{4} \sigma^{4} \tilde{\tau}^{4} \frac{r+m}{(r-1)(m-1)}
$$

To compute $\operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)$ we first note, that

$$
\mathbb{C o v}\left(\bar{U}_{m}, B_{m}\right)=\frac{(1-f)^{2}}{n(n-1)} \mathbb{C o v}\left(S_{R}^{2} \bar{Y}, S_{R}^{2} S_{\bar{W}}^{2}\right)
$$

since similarly as in the case of $\operatorname{Var} \bar{U}_{m}$ remaining covariances are zero. Now, from the definition of $\bar{Y}$ we have

$$
\begin{aligned}
\operatorname{Cov}\left(S_{R}^{2} \bar{Y}, S_{R}^{2} S_{\bar{W}}^{2}\right)= & (r-1) \operatorname{Cov}\left(S_{R}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)+(n-r-1) \operatorname{Cov}\left(S_{R}^{2} \bar{S}_{Z}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right) \\
& +r(1-f) \frac{m-1}{m} \operatorname{Var} S_{R}^{2} S_{\bar{W}}^{2}+r(1-f) \operatorname{Cov}\left(S_{R}^{2} \overline{\bar{W}}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)
\end{aligned}
$$

Now we compute three covariances and the variance of the above formula. First we note that independence of $S_{R}^{2}$ and $S_{\bar{W}}^{2}$ implies

$$
\mathbb{C o v}\left(S_{R}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)=\left(\mathbb{V a r} S_{R}^{2}\right) \mathbb{E} S_{\bar{W}}^{2}=\frac{2 \sigma^{4}}{r-1} \tilde{\tau}^{2}
$$

For the second covariance $\operatorname{Cov}\left(S_{R}^{2} S_{Z}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)$ we first note that $S_{\bar{W}}^{2}=S_{\bar{Z}}^{2}+2 \sqrt{\frac{\kappa}{r \kappa+1}} S_{\bar{Z}, U}^{2}+$ $\frac{\kappa}{r \kappa+1} S_{U}^{2}$, where $S_{\bar{Z}}^{2}=\frac{1}{m-1} \sum_{l=1}^{m}\left(\bar{Z}^{(l)}-\overline{\bar{Z}}\right)^{2}, S_{\bar{Z}, U}^{2}=\frac{1}{m-1} \sum_{l=1}^{m}\left(\bar{Z}^{(l)}-\overline{\bar{Z}}\right)\left(U^{(l)}-\bar{U}\right)$ and $S_{U}^{2}=\frac{1}{m-1} \sum_{l=1}^{m-1}\left(U^{(l)}-\bar{U}\right)^{2}$. That is, $S_{\bar{W}}^{2}$ is a function of $\left(U^{(l)}, l=1, \ldots, m\right)$ and $\left(\bar{Z}^{(l)}, l=1, \ldots, m\right)$, while $\bar{S}_{Z}^{2}$ is a function of $\left(\left(S_{Z}^{(l)}\right)^{2}, l=1, \ldots, m\right)$. Consequently, $S_{R}^{2}, \bar{S}_{Z}^{2}$ and $S_{\bar{W}}^{2}$ are independent and thus

$$
\operatorname{Cov}\left(S_{R}^{2} \bar{S}_{Z}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)=\operatorname{Var} S_{R}^{2} \mathbb{E} \bar{S}_{Z}^{2} \mathbb{E} S_{\bar{W}}^{2}=\frac{2 \sigma^{4}}{r-1} \tilde{\tau}^{2}
$$

In view of (12) and (21) it follows immediately that

$$
\frac{m-1}{m} \mathbb{V a r} S_{R}^{2} S_{\bar{W}}^{2}=\frac{2 \sigma^{4} \tilde{\tau}^{4}}{r-1}\left(1+\frac{r}{m}\right)
$$

To complete the computation of $\operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)$ we note that independence of $S_{R}^{2}, \overline{\bar{W}}$ and $S_{\bar{W}}^{2}$ implies

$$
\operatorname{Cov}\left(S_{R}^{2} \overline{\bar{W}}^{2}, S_{R}^{2} S_{\bar{W}}^{2}\right)=\mathbb{V a r} S_{R}^{2} \mathbb{E} \overline{\bar{W}}^{2} \mathbb{E} S_{\bar{W}}^{2}=\frac{2 \sigma^{4} \tilde{\tau}^{4}}{m(r-1)}
$$

Therefore,

$$
\mathbb{C o v}\left(\bar{U}_{m}, B_{m}\right)=\frac{(1-f)^{2}}{n(n-1)}\left(2 \sigma^{4} \tilde{\tau}^{2}+(n-r-1) \frac{2 \sigma^{4} \tilde{\tau}^{2}}{r-1}+n f(1-f) \frac{2 \sigma^{4} \tilde{\tau}^{4}}{r-1}\left(1+\frac{r+1}{m}\right)\right) .
$$

And thus (22) follows.

## 6. PROOF OF THEOREM 8

Proof. Since

$$
\begin{align*}
& \operatorname{MSE}\left(v^{2}(\alpha, \beta)\right)=\mathbb{V a r}\left(v^{2}(\alpha, \beta)\right)+\mathbb{B}^{2}\left(v^{2}(\alpha, \beta)\right)  \tag{51}\\
& \quad=\alpha^{2} \operatorname{Var} \bar{U}_{m}+\beta^{2} \operatorname{Var} B_{m}+2 \alpha \beta \operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)+\left(\alpha \mathbb{E} \bar{U}_{m}+\beta \mathbb{E} B_{m}-\operatorname{MSE} \bar{X}_{M I m p}\right)^{2}
\end{align*}
$$

we have to minimize the function

$$
\begin{gathered}
T(\alpha, \beta)=\alpha^{2} \mathbb{E} \bar{U}_{m}^{2}+\beta^{2} \mathbb{E} B_{m}^{2}+2 \alpha \beta \mathbb{E} \bar{U}_{m} B_{m}-2 \alpha \mathbb{E} \bar{U}_{m} \operatorname{MSE} \bar{X}_{M I m p} \\
-2 \beta \mathbb{E} B_{m} \operatorname{MSE} \bar{X}_{M I m p}+\left(\operatorname{MSE} \bar{X}_{M I m p}\right)^{2}
\end{gathered}
$$

Therefore we differentiate $T$ with respect to $\alpha$ and $\beta$ to find the stationary point which gives the minimum. Differentation leads to the system of linear equations

$$
\begin{align*}
\alpha \mathbb{E} \bar{U}_{m}^{2}+\beta \mathbb{E} \bar{U}_{m} B_{m} & =\mathbb{E} \bar{U}_{m} \operatorname{MSE} \bar{X}_{M I m p},  \tag{52}\\
\alpha \mathbb{E} \bar{U}_{m} B_{m}+\beta \mathbb{E} B_{m}^{2} & =\mathbb{E} B_{m} \operatorname{MSE} \bar{X}_{M I m p} . \tag{53}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \alpha=\frac{\operatorname{MSE} \bar{X}_{M I m p}\left(\mathbb{E} \bar{U}_{m} \mathbb{E} B_{m}^{2}-\mathbb{E} B_{m} \mathbb{E} \bar{U}_{m} B_{m}\right)}{\mathbb{E} \bar{U}_{m}^{2} \mathbb{E} B_{m}^{2}-\left(\mathbb{E} \bar{U}_{m} B_{m}\right)^{2}},  \tag{54}\\
& \beta=\frac{\operatorname{MSE} \bar{X}_{M I m p}}{\left.\mathbb{E} B_{m} \mathbb{E} \bar{U}_{m}^{2}-\mathbb{E} \bar{U}_{m} \mathbb{E} \bar{U}_{m} B_{m}\right)}  \tag{55}\\
& \mathbb{E} \bar{U}_{m}^{2} \mathbb{E} B_{m}^{2}-\left(\mathbb{E} \bar{U}_{m} B_{m}\right)^{2}
\end{align*} .
$$

Consequently,

$$
\mathbb{E} \bar{U}_{m}^{2} \mathbb{E} B_{m}^{2}-\left(\mathbb{E} \bar{U}_{m} B_{m}\right)^{2}=\left(\frac{\sigma^{4}(r+1) \tau^{2}(1-f)}{n r(r-1)}\right)^{2} \cdot A_{1},
$$

with $A_{1}$ defined in (25),

$$
\mathbb{E} \bar{U}_{m} \mathbb{E} B_{m}^{2}-\mathbb{E} B_{m} \mathbb{E} \bar{U}_{m} B_{m}=\frac{2 \sigma^{6} \tau^{4}(1-f)^{2}(r+1)}{n r^{2}(r-1)} \cdot A_{2},
$$

with $A_{2}$ defined in (26),

$$
\mathbb{E} \bar{U}_{m}^{2} \mathbb{E} B_{m}-\mathbb{E} \bar{U}_{m} \mathbb{E} \bar{U}_{m} B_{m}=2 \frac{\sigma^{6} \tau^{2}(1-f)(r+1)}{n^{2}(n-1)^{2} r(r-1)} \cdot A_{3},
$$

with $A_{3}$ defined in (27),
Note that (14) can be rewritten as

$$
\operatorname{MSE}\left(\bar{X}_{M I m p}\right)=\frac{\sigma^{2}}{r} \cdot A_{4}
$$

with $A_{4}$ defined in (28),
Therefore, plugging the above identities into (54), (55) we obtain the formulas for the optimal $\alpha$ and $\beta$ as given in (24).

To obtain optimal MSE as given in (29) we compute $T\left(\alpha_{*}, \beta_{*}\right)$. Due to (52) and (53) we get

$$
T\left(\alpha_{*}, \beta_{*}\right)=\operatorname{MSE} \bar{X}_{M I m p}\left(\operatorname{MSE} \bar{X}_{M I m p}-\alpha_{*} \mathbb{E} \bar{U}_{m}-\beta^{*} \mathbb{E} B_{m}\right)
$$

which, after referring to formulas for MSE $\bar{X}_{M I m p}, \mathbb{E} \bar{U}_{m}$ and $\mathbb{E} B_{m}$ gives the final result.

## 7. PROOF OF THEOREM 10

Proof. Note that

$$
\lim _{\kappa \rightarrow \infty}\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right]=\left[\begin{array}{l}
1+\frac{2 n(1-f)}{(n-1)^{2} m} \\
\frac{(1-f)^{2}}{f^{2}} \frac{m+1}{m-1} \\
\frac{(1-f)}{f}\left(1+\frac{2}{m(n-1)}\right)
\end{array}\right]
$$

Moreover

$$
\lim _{\kappa \rightarrow \infty}\left[\begin{array}{l}
A_{1} \\
A_{2} \\
A_{3} \\
A_{4}
\end{array}\right]=\left[\begin{array}{l}
\left(1+\frac{2 n(1-f)}{(n-1)^{2} m}\right) \frac{m+1}{m-1}-\left(1+\frac{2}{m(n-1)}\right)^{2} \\
\frac{1}{m-1}-\frac{1}{m(n-1)} \\
-\frac{r-1}{m} \\
1+\frac{1-f}{m}
\end{array}\right]
$$

Plugging the above values in the formulas (24) gives $\alpha_{*, \infty}=\lim _{\kappa \rightarrow \infty} \alpha_{*}$ and $\beta_{*, \infty}=\lim _{\kappa \rightarrow \infty} \beta_{*}$ as in (30) .

The MSE follows from taking the limit as $\kappa \rightarrow \infty$ in (29), which is the same as inserting in this formula the limiting values of $a, b, c$ and $A_{1}, A_{2}, A_{3}, A_{4}$ as obtained above. Thus the result follows.

## 8. PROOF OF THEOREM 12

Proof. The standard Lagrange approach to the minimization problem for $\mathbb{V a r} \nu^{2}(\alpha, \beta)$ under the unbiasedness condition $\alpha \mathbb{E} \bar{U}_{m}+\beta \mathbb{E} B_{m}=\operatorname{MSE} \bar{X}_{M I m p}$ leads to the solution

$$
\alpha_{*, u}=\frac{J(\alpha) \text { MSE }^{\chi_{M I m p}}}{J(\alpha) \mathbb{E} U_{m}+J(\beta) \mathbb{E} B_{m}} \quad \text { and } \quad \beta_{*, u}=\frac{J(\beta) \text { MSE }_{\text {MImp }}}{J(\alpha) \mathbb{E} \bar{U}_{m}+J(\beta) \mathbb{E} B_{m}},
$$

where
$J(\alpha)=\mathbb{E} \bar{U}_{m} \mathbb{V a r} B_{m}-\mathbb{E} B_{m} \operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right) \quad$ and $\quad J(\beta)=\mathbb{V a r} \bar{U}_{m} \mathbb{E} B_{m}-\mathbb{E} \bar{U}_{m} \operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)$.

We note that for $\tau^{2}=1$ (i.e. when $\kappa \rightarrow \infty$ )

$$
J(\alpha)=\frac{2 \sigma^{6}(1-f)^{2}(r+1)}{n r^{2}(r-1)}\left(\frac{1}{m-1}-\frac{1}{m(n-1)}\right), \quad J(\beta)=-\frac{2 \sigma^{6}(1-f)(r+1)}{n^{2}(n-1)^{2} r m}
$$

and

$$
\operatorname{MSE} \bar{X}_{M I m p}=\frac{\sigma^{2}}{r}\left(1+\frac{1-f}{m}\right) .
$$

Hence we obtain $\alpha_{*, u}$ and $\beta_{*, u}$ as given in (34) and (35).

## 9. PROOF OF PROPOSITION 14

Proof. Note that

$$
\operatorname{Var} v_{R u b}^{2}=\mathbb{V a r} \bar{U}_{m}+\left(1+\frac{1}{m}\right)^{2} \mathbb{V a r} B_{m}+2\left(1+\frac{1}{m}\right) \operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)
$$

where $\operatorname{Var} \bar{U}_{m}, \operatorname{Var} B_{m}$ and $\operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)$ are given in (20), (21) and (22), respectively. Plugging $\tau^{2}=1$ in these formulas, after calculations we get (36).

## 10. PROOF OF THEOREM 15

Proof. Note that (36) implies

$$
\lim _{m \rightarrow \infty} \operatorname{Var} v_{R u b}^{2}=\frac{2 \sigma^{4}}{r^{2}(r-1)} .
$$

From (34) and (35) we get

$$
\lim _{m \rightarrow \infty} \alpha_{*, u}=\frac{(n-1)(n-2)}{f[(n-1)(n-2)-(r-1)]} \quad \text { and } \quad \lim _{m \rightarrow \infty} \beta_{*, u}=-\frac{r-1}{(1-f)[(n-1)(n-2)-(r-1)]} .
$$

Since $\lim _{\kappa \rightarrow \infty} \tau^{2}=1$, from (20), (21) and (22) we get

$$
\lim _{\substack{\kappa \rightarrow \infty \\ m \rightarrow \infty}} \operatorname{Var} \bar{U}_{m}=\frac{2 \sigma^{4}}{(r-1) n^{2}}, \quad \lim _{\substack{\kappa \rightarrow \infty \\ m \rightarrow \infty}} \operatorname{Var} B_{m}=\frac{2 \sigma^{4}(1-f)^{2}}{r^{2}(r-1)}, \quad \lim _{\substack{\kappa \rightarrow \infty \\ m \rightarrow \infty}} \operatorname{Cov}\left(\bar{U}_{m}, B_{m}\right)=\frac{2 \sigma^{4}(1-f)}{r(r-1) n} .
$$

Thus

$$
\lim _{m \rightarrow \infty} \operatorname{Var} v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)=\frac{2 \sigma^{4}}{r^{2}(r-1)} \lim _{m \rightarrow \infty}\left(f \alpha_{*, u}+(1-f) \beta_{*, u}\right)^{2}
$$

and the result follows since $\lim _{m \rightarrow \infty}\left(f \alpha_{*, u}+(1-f) \beta_{*, u}\right)=1$.
We note that

$$
\lim _{m \rightarrow \infty} \alpha_{*, \infty}=\frac{r-1}{r+1} \lim _{m \rightarrow \infty} \alpha_{*, u} \quad \text { and } \quad \lim _{m \rightarrow \infty} \beta_{*, \infty}=\frac{r-1}{r+1} \lim _{m \rightarrow \infty} \beta_{*, u} .
$$

Therefore

$$
\lim _{m \rightarrow \infty} \operatorname{Var} v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)=\left(\frac{r-1}{r+1}\right)^{2} \lim _{m \rightarrow \infty} \operatorname{Var} v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)=\frac{2 \sigma^{4}(r-1)}{r^{2}(r+1)^{2}} .
$$

Similarly,

$$
\lim _{m \rightarrow \infty} \mathbb{B} v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)=\lim _{m \rightarrow \infty}\left[\frac{r-1}{r+1}\left(\alpha_{*, u} \mathbb{E} \bar{U}_{m}+\beta_{*, u} \mathbb{E} B_{m}\right)-\operatorname{MSE} \bar{X}_{M I m p}\right]
$$

Since $v^{2}\left(\alpha_{*, u}, \beta_{*, u}\right)$ is ubiased for MSE $\bar{X}_{M I m p}$ it follows that

$$
\lim _{m \rightarrow \infty} \mathbb{B} v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)=\left(\frac{r-1}{r+1}-1\right) \lim _{m \rightarrow \infty} \operatorname{MSE} \bar{X}_{M I m p}=-\frac{2 \sigma^{2}}{r(r+1)} .
$$

Finally, we get

$$
\lim _{m \rightarrow \infty} \operatorname{MSE} v^{2}\left(\alpha_{*, \infty}, \beta_{*, \infty}\right)=\frac{2 \sigma^{4}(r-1)}{r^{2}(r+1)^{2}}+\left(\frac{2 \sigma^{2}}{r(r+1)}\right)^{2}=\frac{2 \sigma^{4}}{r^{2}(r+1)}
$$

## References

[1] Akande, O., Li, F., Reiter, J. An empirical comparison of multiple imputation methods for categorical data. Amer. Statist. (2017) DOI 10.1080/00031305 .2016.1277158.
[2] Bjørnstad, J.F. Non-Bayesian multiple imputation. J. Offic. Statist. 23(4) (2007), 433-452.
[3] Bodner, T.E. What improves with increasing number of missing data imputations. Struct. Equat. Model. 15 (2008), 651-675.
[4] Di Zio, M., Guarnera, U. On multiple imputation through finite mixture Gaussian models. In: Data Analysis, Machine Learning and Applications, C. Preisach, H. Burkhardt, L. Schmidt-Thiemme, eds., Springer, Berlin 2008, 111-118.
[5] FAY, R.E. When are inferences from multiple imputation valid? In: Proc. Surv. Res. Meth. Sec., Amer. Statist. Assoc., Alexandria 1992, 227-232.
[6] Graham, J.W., Olchowski, A.E., Gilreath, T.D. How many imputatuions are really needed? Some practical clarfications of multiple impuatation theory. Prev. Sci. 8(3) (2007), 206-213.
[7] Hughes, R.A. Sterne, J.A.C., Tilling, K. Comparison of imputation variance estimators. Statist. Meth. Med. Res. 25(6) (2016), 2541-2557.
[8] Hayati Rezvan, P., Lee, K.J, Simpson, J.A. The rise of multiple imputation: a review of the reporting and implementation of the method in medical research. BMC Med. Res. Meth. 15:30 (2015), 1-14.
[9] KIM, J.K. Finite sample properties of multiple imputation estimators. Ann. Statist. 32(2) (2004), 766-782.
[10] Kim, J.K., Brick, J.M., Fuller, W.A., Kalton, G. On the bias of the multiple-imputation variance estimator in survey sampling. JRSS B 68(3) (2006), 509-521.
[11] Kotт, P.S. A paradox of multiple imputation. In: Proc. Surv. Res. Meth. Sec., Amer. Statist. Assoc. 1995, 380-383.
[12] Nielsen, S.F. Proper and improper multiple imputation. Int. Statist. Rev. 71 (2003), 592-627.
[13] LAAKSONEN, S. Multiple imputation for a continuous variable. J. Math. Statist. Sci. 2(10) (2016a), 624643.
[14] LAAKSONEN, S. A new framework for multiple imputation and applications to a binary variable. Model. Ass. Statist. Appl. 11(3) (2016b), 191-201.
[15] LaLl, R. How multiple imputation makes a difference. Polit. Anal. 24(4) (2016), 414-433.
[16] Robins, J.M., Wang, M. Inference for imputation estimators. Biometrika 87 (2000) 113-124.
[17] Rubin, D. Multiple Imputation for Nonresponse in Surveys Wiley, New York 1987.
[18] Skinner, C.J. Discussion of J.F. Bjørnstad "Non-Bayesian multiple imputation". J. Offic. Statist. 23(4) (2007), 463-465.
[19] Van Buuren, S. Flexible Imputation of Missing Data CRC Press, Boca Raton 2018.
[20] VON Hippel, P.T. How many imputations are needed? A comment on Hershbereger and Fischer (2003). Struct. Equat. Model. 12(2) (2005), 334-335.
[21] VON HIPPEL, P.T. Regression with missing Ys: An improved strategy for analyzing multiply imputed data. Soc. Meth. 37(1) (2007), 83-117.
[22] VON HIPPEL, P.T. Should a normal imputation model be modified to impute skewed variables? Soc. Method. Res. 42(4) (2013), 105-138.
[23] VOn Hippel, P.T. The bias and efficiency of incomplete-data estimators in small univariate normal samples. Soc. Method. Res. 42(1) (2013), 531-558.
[24] WAng, M., Robins, J.M. Large sample theory for parametric multiple imputation procedures. Biometrika 85 (1998), 935-948.
[25] WesoŁowski, J. Non-admissibility of the Rubin estimator of the variance in multiple imputation in Gaussian models. (2017), 1-28 - unpublished manuscript.
[26] WesołOWSki, J., TARCZYŃSki, J. Mathematical basics of imputation techniques. Wiad. Statyst. 9(664) (2016), 7-54. (in Polish)

Bartłomiej Bosek ${ }^{1}$, Sebastian Czerwiński ${ }^{2}$, Michał Dębski ${ }^{3}$, Jarosław Grytczuk ${ }^{3}$, Zbigniew Lonc ${ }^{3}$, Paweł Rzązewski ${ }^{3}$<br>${ }^{1}$ Theoretical Computer Science Department, Faculty of Mathematics and Computer Science, Jagiellonian University in Kraków, Poland<br>${ }^{2}$ Institute of Mathematics, University of Zielona Góra, Zielona Góra, Poland<br>${ }^{3}$ Faculty of Mathematics and Information Science, Warsaw University of Technology, Warsaw, Poland

# COLORING CHAIN HYPERGRAPHS 

Manuscript received: 4 July 2020
Manuscript accepted: 11 August 2020


#### Abstract

In this article we present a collection of problems and results concerning a special type of hypergraphs which emerged recently in discrete geometry, in a context of multiple coverings. These are uniform hypergraphs on the set of positive integers whose edges can be linearly ordered by a relation inherited from the natural order of the integers. We call them chain hypergraphs. One transparent example is based on the family of homogeneous arithmetic progressions of fixed length $k$, which are sets of the form $\{a, 2 a, \ldots, k a\}$, with $a \in \mathbb{N}$. Is there a $k$-coloring of $\mathbb{N}$ such that every member of this family is rainbow? This innocently looking question has some unexpected connections to deep number-theoretic problems. Another challenge concerns the weak version of a hypergraph coloring, in which it is sufficient that no edge of a hypergraph is monochromatic. It is conjectured that every chain hypergraph (with sufficiently large edges) is weakly 2 -colorable. We discuss possible ways of attacking these and other related problems. We also pose some new questions involving other kinds of coloring for chain hypergraphs. Keywords: hypergraph coloring, chain hypergraph, shift hypergraph, arithmetic progression Mathematics Subject Classification (2020): 05C65 (primary), 05C15, 11B25


## 1. INTRODUCTION

A hypergraph is a pair $H=(V, E)$, where $V$ is a set whose elements are called the vertices of $H$ and $E$ is any collection of non-empty subsets of $V$, called the edges of $H$. A hypergraph is $k$-uniform if each edge is of cardinality $k$. A coloring of a hypergraph is any mapping from its vertex set $V$ to a certain set of colors. We will discuss several coloring problems for

[^0]a special family of hypergraphs that emerged recently in discrete geometry (see Pálvölgyi [18] and Pach and Pálvölgyi [17]). It is defined as follows.

Let $V=\{1,2, \ldots, n\}$. Let $A=\left\{a_{1}, \ldots, a_{k}\right\}$ and $B=\left\{b_{1}, \ldots, b_{k}\right\}$ be two $k$-element subsets of $V$, numbered increasingly, that is, $a_{i}<a_{j}$ and $b_{i}<b_{j}$ for every pair of indices $1 \leqslant i<j \leqslant k$. We write $A \leqslant B$ if $a_{i} \leqslant b_{i}$ for all $i \in\{1,2, \ldots, k\}$.

A $k$-uniform hypergraph $H$ on the vertex set $V$ is called a chain hypergraph, or shortly a chain, if for every pair of edges $A, B$ of $H$ we have either $A \leqslant B$ or $B \leqslant A$. Equivalently, that the whole collection of edges of $H$ can be put into a linear order accordingly to this relation.

A coloring of a hypergraph $H$ is proper if in this coloring no edge of $H$ is monochromatic. The chromatic number $\chi(H)$ of a hypergraph $H$ is the least number of colors in a proper coloring of $H$. The following intriguing problem concerning the chromatic number of chain hypergraphs was posed in [18].
Conjecture 1 (Pálvölgyi [18]). Every k-uniform chain hypergraph $H$ satisfies $\chi(H)=2$, for a sufficiently large $k$.

It is easy to see that 2-uniform hypergraphs (which are simple graphs) can demand more than two colors for a proper coloring. In [18] it was demonstrated that also 3-uniform chain hypergraphs may have the chromatic number greater than 2 . However, no example of a 4uniform chain with the chromatic number greater than 2 is known. On the other hand, one can easily prove that every chain hypergraph $H$ satisfies $\chi(H) \leqslant 3$ (see Theorem 3).

It is perhaps worth noticing that to prove Conjecture 1 it is sufficient to confirm it for just one specific value of $k$. Indeed, for every $m \geqslant k$, any $m$-uniform chain $H$ can be restricted to a $k$-uniform chain $H^{\prime}$ by taking the first $k$ elements of every edge. So, every proper coloring of $H^{\prime}$ is a proper coloring of $H$ and therefore we have $\chi(H) \leqslant \chi\left(H^{\prime}\right)$.

We will also consider other types of colorings for chain hypergraphs. For instance, in a rainbow coloring no edge may contain two vertices with the same color. Let us denote by $\chi_{r}(H)$ the rainbow chromatic number of a hypergraph $H$, that is, the least number of colors in a rainbow coloring of $H$. Clearly, for every $k$-uniform hypergraph we have $\chi_{r}(H) \geqslant k$.

Our favorite rainbow coloring problem for chains concerns a special sub-family of hypergraphs, whose edges are homogeneous arithmetic progressions, that is, sets of the form $\{a, 2 a, \ldots, k a\}$ for any $a \in \mathbb{N}$. We call them homogeneous arithmetic chains. The following conjecture was posed independently by Bosek (see [6]) and Pach and Pálvölgyi (see [17]).
Conjecture 2. Every k-uniform homogeneous arithmetic chain $H$ satisfies

$$
\chi_{r}(H)=k .
$$

One may easily prove that the conjecture is true for $k=p-1$, where $p$ is any prime number (Proposition 23). However, in general the conjecture might be hard to prove. Indeed, it is stronger than the statement of the famous Graham's gcd-problem, which was eventually proved by deep methods of analytic number theory (see [3]).

We will further discuss the above problems in subsequent sections including some results here and there.

## 2. SKELETONS OF CHAIN HYPERGRAPHS

We start with proving an upper bound for the chromatic number of general chain hypergraphs. The proof shows that every 2 -uniform chain is 3 -colorable, which is actually a known fact. Indeed, 2 -uniform chain hypergraphs are the same as well-known and intensively studied 1-queue graphs, which are known to be 3-colorable (see [11]). We decided to include our algorithmic proof, which is slightly different from the one presented in [11].

Theorem 3. Every chain hypergraph $H$ satisfies $\chi(H) \leqslant 3$.

Proof. As mentioned above, it suffices to prove the assertion of the theorem for graphs (2-uniform chains). Let $G=(V, E)$ be a chain graph. Consider the following algorithm:

```
Algorithm 1: Lazy-Greedy Coloring
    Output: proper coloring \(f\) of \(G\)
    \(c \leftarrow 1\)
    for each \(v \in V\) (in increasing order) do
        if \(v\) has a neighbor \(u\) such that \(f(u)=c\) then
            \(c \leftarrow\) minimum color not appearing in \(\{f(u): u \in N(v)\) and \(u<v\}\)
        set \(f(v)=c\)
```

If a vertex $v$ has a predecessor which is its neighbor, then we call it important. Let $w_{v}$ be the leftmost neighbor of an important vertex $v$. For two vertices $x<y$, let $[x, y)=\{u: x \leqslant u<y\}$.

We claim that the Algorithm 1 colors any chain graph using at most 3 colors. To prove that we shall show that the following invariant holds:
Invariant: Before an iteration of the algorithm, for an important vertex $v$, the vertices of $\left[w_{v}, v\right)$ are colored with at most 2 colors such that for some vertex $x \in\left[w_{v}, v\right)$, the vertices of [ $\left.w_{v}, x\right)$ are colored with one color and the vertices of $[x, v)$ are colored with the other color.

Clearly, the invariant is true before the pass of the for loop for the leftmost (the first) important vertex.

Now suppose the invariant holds for all important vertices preceding a vertex $v$. Let $u$ be the most right important predecessor of $v$ and let $x$ be a vertex such that the vertices of $\left[w_{u}, x\right)$ are colored with blue and the vertices of $[x, u)$ are colored with red. If $u$ has a neighbor $y$ in $[x, u)$, then $u$ is colored with a color, say $c$, different from red. All vertices of $[u, v) \backslash\{u\}$ are colored with $c$ too because they are not important. Moreover, $x \leqslant w_{v}$ because $G$ is a chain (consider the edges $u y$ and $v w_{v}$ ). One can easily observe that the invariant holds for $v$.

Thus, assume that $u$ does not have a neighbor in $[x, u)$. Then, we are done again because all vertices of $[u, v)$ are colored with red and $w_{u} \leqslant w_{v}$ (since $G$ is a chain).

From the invariant it is easy to observe that the algorithm uses at most 3 colors. Indeed, since all colored neighbors of $v$ received one of the two colors, we can always use the third color to color $v$.

To obtain a general upper bound for the rainbow chromatic number of chain hypergraphs we need to consider an auxiliary structure - the skeleton graph of a hypergraph. Let $H$ be a hypergraph on the set of vertices $V$. The skeleton graph $G(H)$ of a hypergraph $H$ is a graph with the same vertex set $V$ and the edges joining all pairs of vertices which appear in a common edge of $H$. It is obvious that any rainbow coloring of $H$ is at the same time a proper coloring of $G(H)$, and vice versa. So, for every hypergraph $H$ we have

$$
\begin{equation*}
\chi_{r}(H)=\chi(G(H)) . \tag{1}
\end{equation*}
$$

Recall that the clique number of a graph $G$, denoted by $\omega(G)$, is the largest integer $t$ such that $G$ contains the complete graph $K_{t}$ as a subgraph. It is clear that every graph $G$ satisfies $\omega(G) \leqslant \chi(G)$. Hence, every hypergraph $H$ satisfies

$$
\begin{equation*}
\omega(G(H)) \leqslant \chi_{r}(H) \tag{2}
\end{equation*}
$$

If $H$ is $k$-uniform, then $\omega(G(H)) \geqslant k$.
The following simple proposition will be used in bounding the rainbow chromatic number and the clique number of skeletons of chain hypergraphs:
Proposition 4. Let $H$ be a $k$-uniform chain hypergraph $H$ on the vertex set $V$ and let $v \in V$. There exists a $k$-uniform chain hypergraph $H^{\prime}$ such that $G(H)-v \subseteq G\left(H^{\prime}\right)$.

Proof. Let $H$ be a fixed $k$-uniform chain. To simplify the notation we denote by $G(H)$ the skeleton of $G$ by $G^{\prime}$ the graph $G-v$.

Let $H^{\prime \prime}$ be the subhypergraph of $H$ induced by $V \backslash\{v\}$, that is, we remove from $H$ the vertex $v$ and all edges containing $v$ (note that some vertices may become isolated). Let $G^{\prime \prime}$ denote $G\left(H^{\prime \prime}\right)$. Clearly $V\left(G^{\prime \prime}\right)=V\left(G^{\prime}\right)$ and $E\left(G^{\prime \prime}\right) \subseteq E\left(G^{\prime}\right)$.

We shall construct $H^{\prime}$ iteratively. If $E\left(G^{\prime \prime}\right)=E\left(G^{\prime}\right)$, then we are done. Suppose then that there are two vertices $u, w$ such that $u w \in E\left(G^{\prime}\right)$ and $u w \notin E\left(G^{\prime \prime}\right)$. Then there is an edge $B=\left\{b_{1}, b_{2}, \ldots, b_{k}\right\}$ in $H$, such that $u, w \in B$ (clearly $B$ is not an edge in $H^{\prime \prime}$ ). Moreover, $v \in B$.

Consider the following two cases:

Case 1. There exists an edge in $H^{\prime \prime}$, which precedes $B$ in the order $\leqslant$ defining chain hypergraphs. Let $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ be the edge of $H^{\prime \prime}$ directly preceding $B$ in this order. Define $A^{\prime}=\left\{a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{k}^{\prime}\right\}$ as follows:

$$
a_{i}^{\prime}=\left\{\begin{array}{l}
a_{i} \text { if } b_{i} \neq u, w \\
b_{i} \text { if } b_{i}=u, w
\end{array}\right.
$$

Let $H^{\prime}$ be the hypergraph $H^{\prime \prime}$ with an additional edge $A^{\prime}$. Since $A \leqslant A^{\prime} \leqslant B, H^{\prime}$ is a $k$-uniform chain hypergraph. Moreover, since $u, w \in A^{\prime}, u w$ is an edge in $G\left(H^{\prime}\right)$.

Case 2. There is no edge in $H^{\prime \prime}$ preceding $B$ in the order $\leqslant$. Let $C=\left\{c_{1}, c_{2}, \ldots, c_{k}\right\}$ be the first edge in $H^{\prime \prime}$. Define $C^{\prime}=\left\{c_{1}^{\prime}, c_{2}^{\prime}, \ldots, c_{k}^{\prime}\right\}$ as follows:

$$
c_{i}^{\prime}=\left\{\begin{array}{l}
c_{i} \text { if } b_{i} \neq u, w \\
b_{i} \text { if } b_{i}=u, w
\end{array}\right.
$$

Let $H^{\prime}$ be the hypergraph $H^{\prime \prime}$ with an additional edge $C^{\prime}$. Since $B \leqslant C^{\prime} \leqslant C, H^{\prime}$ is a $k$ uniform chain hypergraph. Moreover, since $u, w \in C^{\prime}$, $u w$ is an edge in $G\left(H^{\prime}\right)$.

The statement of the proposition follows from repeated application of the above procedure.

By applying Proposition 4 a number of times, we obtain the following result:
Corollary 5. For every k-uniform chain hypergraph $H$ and every induced subgraph $G^{\prime}$ of $G(H)$ there exists a $k$-uniform chain hypergraph $H^{\prime}$ such that $G^{\prime}$ is a spanning subgraph of $G\left(H^{\prime}\right)$.

A $k$-uniform chain hypergraph $H$ is maximal if for every two of consecutive edges $A \leqslant B$, $|A \cap B|=k-1$. Observe that every chain hypergraph is a subhypergraph of some maximal chain hypergraph on the same vertex set. The following proposition gives an upper bound on the number of edges in a $k$-uniform chain on $n$ vertices:

Proposition 6 (Pálvölgyi [18]). A $k$-uniform chain hypergraph $H$ on $n$ vertices has at most $k(n-k)+1$ edges.

Clearly the chain hypergraph with the maximum number of edges is maximal.
Corollary 7. A skeleton graph of a $k$-uniform chain hypergraph on $n$ vertices has at most

$$
\begin{equation*}
(k(n-k)+1)\binom{k}{2}<\frac{k^{2}(k-1)}{2} n \tag{3}
\end{equation*}
$$

edges.
By this corollary we immediately get the aforementioned general bound on $\chi_{r}(H)$ for chain hypergraphs.

Theorem 8. Every k-uniform chain hypergraph H satisfies

$$
\begin{equation*}
\chi_{r}(H) \leqslant k^{2}(k-1) \tag{4}
\end{equation*}
$$

Proof. Let $H$ be a $k$-uniform chain hypergraph with $n$ vertices. We will demonstrate that $\chi(G(H))$ satisfies the asserted inequality.

If $n \leqslant k$ then the theorem is obviously true. Suppose the claim holds for all chain hypergraphs with less than $n$ vertices. By Corollary $7, G(H)$ has a vertex $v$ with degree smaller than $k^{2}(k-1)$.

Consider the graph $G^{\prime}=G(H)-v$. By Corollary 5, there is a $k$-uniform chain hypergraph $H^{\prime}$, such that $G^{\prime}$ is the spanning subgraph of $G\left(H^{\prime}\right)$. By the induction hypothesis, $G\left(H^{\prime}\right)$ (and thus $G^{\prime}$ ) can be colored with $c=k^{2}(k-1)$ colors. Since the degree of $v$ is strictly smaller than $k^{2}(k-1)$, we can always extend this coloring to the coloring of $G(H)$ without using any additional colors.

We are able to get much better upper bound than (4) for the cardinality of the largest clique in the skeleton graph of a chain hypergraph.

Let $H$ be a $k$-uniform chain hypergraph and let $C$ be a clique in $G(H)$; suppose it has $m$ vertices. By Corollary 5, there exists a $k$-uniform hypergraph $H^{\prime}$ such that $C$ is a spanning subgraph of $G\left(H^{\prime}\right)$. Since $C$ is a clique, $C=G\left(H^{\prime}\right)$. Let $H^{\prime \prime}$ denote a maximal $k$-uniform chain hypergraph on vertex set $V(C)$ with the largest number of edges, such that $H^{\prime}$ is a subhypergraph of $H^{\prime \prime}$. Clearly $G\left(H^{\prime \prime}\right)=C$. Let $V\left(H^{\prime \prime}\right)=\{1,2, \ldots, m\}$ and $E\left(H^{\prime \prime}\right)=\left\{A_{1}, A_{2}, \ldots, A_{s}\right\}$ (both sets are ordered).

On one hand, there are $\binom{m}{2}$ edges in $C$ and each of them is covered by at least one edge of $H^{\prime \prime}$. The first edge of $H^{\prime \prime}$ covers $\binom{k}{2}$ edges of $C$. Since $H^{\prime \prime}$ is maximal, there are $k-1$ edges covered by $A_{i}$, which were not covered by $A_{i-1}$. Thus, we obtain the following inequality:

$$
\begin{equation*}
\binom{m}{2} \leqslant\binom{ k}{2}+k(m-k)(k-1) \tag{5}
\end{equation*}
$$

From this it follows that $m \leqslant 2 k^{2}-3 k+1$, so we have proved the following statement.
Theorem 9. Every $k$-uniform chain hypergraph $H$ satisfies

$$
\omega(G(H)) \leqslant 2 k^{2}-3 k+1
$$

It would be nice to know how large the dissonance between $\chi_{r}(H)$ and $\omega(G(H))$ may be for chain hypergraphs. Currently, we do not know of any example where these two numbers differ. Hence, we dare to state the most provocative conjecture.

Conjecture 10. Every chain hypergraph $H$ satisfies $\chi_{r}(H)=\omega(G(H))$.
In the next section we present a class of chain hypergraphs supporting this conjecture.

## 3. SPECIAL CHAIN HYPERGRAPHS

A chain hypergraph $H$ is called special if for every pair of edges $A, B$ such that $A \leqslant B$ the last element in $A \backslash B$ is smaller than the first element in $B \backslash A$. This type of chain hypergraphs was introduced in [17] in connection to the decomposable coverings problem.

Recall that a graph $G$ is perfect if every induced subgraph $F$ of $G$ satisfies $\chi(F)=\omega(F)$. We will prove that skeletons of special chain hypergraphs are perfect.

Let $H$ be a $k$-uniform special chain hypergraph on the vertex set $V=\{1,2, \ldots, n\}$, with no isolated vertices. Define a relation $\prec$ on the set $V$ in the following way:

$$
a \prec b \Longleftrightarrow a<b \text { and no edge in } H \text { contains both vertices } a \text { and } b .
$$

Observe that $\prec$ is a strict partial order. Irreflexivity and asymmetry are obvious. For the transitivity, consider $a, b, c \in V$ such that $a \prec b$ and $b \prec c$. It is clear that $a<c$. Suppose there is an edge $A$ in $H$, such that $a, c \in A$. Since $a \prec b$, we know that $b \notin A$. Let $B$ be an edge containing $b$. Clearly it does not contain $a$ nor $c$. Assume that $A \leqslant B$ (the other case is symmetric). Thus, we obtain that:

$$
\max (A \backslash B) \geqslant c>b \geqslant \min (B \backslash A)
$$

which contradicts the speciality of $H$.
By $\preccurlyeq$ we denote the union of the relations $\prec$ and $=$. Recall that the incomparability graph of a partially ordered set $P$ is a graph on $P$ in which every pair of incomparable elements is joined by an edge (and no other edges are present). It is not hard to verify the following proposition:

Proposition 11. For every special chain hypergraph $H$ on the vertex set $V$, the skeleton graph $G(H)$ is the incomparability graph of the partially ordered set $(V, \preccurlyeq)$.

It is well-known that incomparability graphs are perfect (see [10] or [4]). Hence, we get the aforementioned statement.

Corollary 12. The skeleton graph of every special chain hypergraph is perfect. In particular, every special chain hypergraph $H$ satisfies $\chi_{r}(H)=\omega(G(H))$.

We now give an upper bound on the rainbow chromatic number of special chain hypergraphs.

Theorem 13. Every $k$-uniform special chain hypergraph $H$ satisfies

$$
\chi_{r}(H) \leqslant 2 k-1
$$

Moreover, this bound is in general best possible.
Proof. For a hypergraph $H$ with the vertex set $V$ and $V^{\prime} \subseteq V$, by $H\left[V^{\prime}\right]$ we denote the hypergraph with vertex set $V^{\prime}$ and edge set $\left\{A \cap V^{\prime}: A \in E(H)\right\}$. Clearly $\omega\left(G\left(H^{\prime}\right)\right) \leqslant \omega(G(H))$ for any $H$ and $H^{\prime}=H\left[V^{\prime}\right]$.

We will prove by induction that the maximum clique in a skeleton of special chain hypergraph whose edges have at most $k$ elements has at most $2 k-1$ vertices.

For $k=1$ the claim is trivial. Now assume $k>1$ and the claim holds for all hypergraphs with edges of cardinality smaller than $k$. Let $H$ be a $k$-uniform special chain hypergraph with
$\omega(G(H))$ of the largest possible value, say $\omega(G(H))=t$, and let $V^{\prime}$ be the vertex set of the maximum clique in $G(H)$. By $H^{\prime}$ we denote $H\left[V^{\prime}\right]$. Let $x$ and $y$ denote the the first and the last vertex in $V^{\prime}$, respectively.

Since $H^{\prime}$ is special, every edge of $H^{\prime}$ should contain $x$ or $y$ (this follows from properties of special chain hypergraphs). Let $V^{\prime \prime}=V^{\prime} \backslash\{x, y\}$ and $H^{\prime \prime}=H^{\prime}\left[V^{\prime \prime}\right]$. Every edge in $H^{\prime \prime}$ has at most $k-1$ elements, so by inductive hypothesis we know that $\omega\left(G\left(H^{\prime \prime}\right)\right) \leqslant 2(k-1)-1$. Thus $t=\omega\left(G\left(H^{\prime}\right)\right) \leqslant 2(k-1)-1+2=2 k-1$.

For the lower bound, consider the following hypergraph $H$. The vertex set of $H$ is $V=$ $\left\{v_{1}, v_{2}, \ldots, v_{2 k-1}\right\}$. The edge set is:

$$
\bigcup_{i=k}^{2 k-1}\left\{\left\{v_{1}, v_{2}, \ldots, v_{k-1}, v_{i}\right\}\right\} \cup\left\{\left\{v_{k-1}, v_{k}, \ldots, v_{2 k-1}\right\}\right\}
$$

It is not hard to verify that it is special and its skeleton is a clique.
Concerning the weak chromatic number of special chain hypergraphs, it is known that they satisfy Conjecture 1.

Theorem 14 (Pach and Pálvölgyi [17]). Every special chain hypergraph H, with edges of size at least 3 , satisfies $\chi(H)=2$.

This result has been generalized in [16] as follows:
Theorem 15 (Keszegh and Pálvölgyi [16]). Every ( $2 t-1$ )-uniform special chain hypergraph is $t$-colorable so that every edge contains at least one point of each color.

This result is related to the classic theorem of Erdős and Lovász that will be discussed in the next section.

## 4. SHIFT HYPERGRAPHS

Another type of chain hypergraphs was introduced in a seminal paper by Erdős and Lovász [13], where the famous local lemma was invented. A hypergraph $H$ is called a shift hypergraph if every edge is a translated copy of a fixed finite subset $A$ of the integers. More formally, $H$ is a shift hypergraph if there exists a set of integers $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ such that all edges od $H$ are of the form $t+A$, where

$$
t+A=\left\{t+a_{1}, t+a_{2}, \ldots, t+a_{k}\right\}
$$

We will prove that there exist $k$-uniform shift hypergraphs whose rainbow chromatic number is of order at least $\Omega\left(k^{2}\right)$. Recall that a set $C$ of vertices in a $k$-uniform hypergraph $H$
is a weak clique if for each two vertices in $C$ there is an edge in $H$ containing both of these vertices. Clearly, the set $C$ is a clique in the skeleton graph $G(H)$.

A $t$-complete sparse ruler $R(m, k, t)$ of length $m$ with $k$ marks is a sequence of integers $a_{1}, a_{2}, \ldots, a_{k}$ called marks, where $0=a_{1}<a_{2}<\ldots<a_{k}=m$, such that for every $\ell, 0 \leqslant \ell \leqslant t$, there are marks $a_{i}$ and $a_{j}$ such that $a_{j}-a_{i}=\ell$. If $t=m$, then a $t$-complete sparse ruler is called complete sparse ruler $R(m, k)$.

There is a close relationship between weak cliques in shift hypergraphs and complete sparse rulers that is captured by the following statement:

Proposition 16. There exists a $k$-uniform shift hypergraph with a $(t+1)$-element weak clique whose vertices are consecutive integers if and only if there exists a $t$-complete sparse ruler $R(m, k, t)$ for some $m$.

Proof. ( $\Leftarrow$ ) Let $A$ be the ruler $R(m, k, t)$ and let $H$ be the $k$-uniform shift chain $\{s+A: s=$ $0,1, \ldots, m+t\}$. We claim that the set $C=\{m, m+1, \ldots, m+t\}$ is a weak clique in $H$. Consider $a, b \in C, a<b$, and let $d=b-a$. As $d \leqslant t$, there are two elements $a_{i}, a_{j}$ in $A$ such that $a_{j}-a_{i}=d$. Clearly, the set $\left(a-a_{i}\right)+A$ contains both $a$ and $b$.
$(\Rightarrow)$ Let $H=\{s+A: s=0,1, \ldots, r\}$ be a $k$-uniform shift chain with a $(t+1)$-element weak clique $C$ whose vertices are consecutive integers. We claim that $A$ is a $t$-complete sparse ruler $R(m, k, t)$, where $m$ is the largest element in $A$. Let $0 \leqslant \ell \leqslant t$. There are two elements $a, b$ in $C$ such that $b-a=\ell$. As some edge $s+A$ contains both $a$ and $b$, there are $a_{i}, a_{j} \in A$ such that $a_{j}-a_{i}=\ell$.

By this proposition we get the aforementioned lower bound for the rainbow chromatic number of shift hypergraphs.

Theorem 17. For every $k$ there is a $k$-uniform shift hypergraph $H$ satisfying

$$
\chi_{r}(H) \geqslant \frac{k^{2}}{3}-2 k+4
$$

Proof. Wichmann [20] constructed for every $m$ a complete sparse ruler $R(m, k)$ with $k \leqslant\lfloor\sqrt{3 m}\rfloor+3$. Thus, Proposition 16 implies the existence of $k$-uniform shifts hypergraphs with weak cliques of cardinality at least $\frac{k^{2}}{3}-2 k+4$ for every $k$.

The first coloring problem stated for shift hypergraphs was the following, innocently looking question asked by Strauss (see [13]): For a given $t$, does there exist a finite $k$ such that for any set $S$ of $k$ integers, there is a $t$-coloring of the integers such that every integer translate of $S$ (i.e. every set of the form $\ell+S$, where $\ell$ is an integer) meets every color class?

Let $f(t)$ denote the least such $k$. In [13] it was proved that $f(t)$ is actually finite. It was the first use of the celebrated local lemma. More specifically, it was shown there that

$$
f(t) \leqslant(3+o(1)) t \ln t .
$$

Then in [1] the following lower bound was derived:

$$
f(t) \geqslant(1-o(1)) t \ln t
$$

Currently best upper bound obtained in [15] meets asymptotically this lower bound:

$$
f(t) \leqslant(1+o(1)) t \ln t .
$$

A similarly defined function may be studied for more general chain hypergraphs. For instance, Theorem 15 asserts that $f(t) \leqslant 2 t-1$ in the case of the special chain hypergraphs. It would be nice to know what happens in the general case.

## 5. ARITHMETIC CHAIN HYPERGRAPHS

A chain hypergraph $H$ is arithmetic if each edge of $H$ is an arithmetic progression. A special case is obtained by allowing only homogeneous arithmetic progressions, that is, sets of the form $\{a, 2 a, \ldots, k a\}$ with $a \in \mathbb{N}$. We will call them homogeneous arithmetic chains.

The following innocently looking question was asked by Graham [14]: Is it true that among any $n$ distinct positive integers $a_{1}, a_{2}, \ldots, a_{n}$ there is always a pair $a_{i}, a_{j}$ satisfying

$$
\frac{a_{i}}{\operatorname{gcd}\left(a_{i}, a_{j}\right)} \geqslant n ?
$$

The question was answered in the affirmative for sufficiently large $n$ by Szegedy [19] and independently by Zaharescu [21]. Then Balasubramanian and Soundararajan [3] gave a complete solution by using deep methods of analytic number theory.

It is not hard to see that Graham's question is equivalent to the following: Is it true that the clique number of the skeleton of any $k$-uniform homogeneous arithmetic chain is equal to $k$ ? The result of [3] gives a positive answer to this question.

Theorem 18 (Balasubramanian and Soundararajan [3]). Every k-uniform homogeneous arithmetic chain H satisfies $\omega(G(H))=k$.

Additionally, it was proved in [3] that the maximum biclique in the skeleton graph $G(H)$ is the complete bipartite graph $K_{k, k}$. Perhaps to solve Conjecture 2 one will need to recognize the structure of skeletons $G(H)$ more deeply. Unfortunately, for $k=3$ these graphs are not perfect. A number of results in that direction was proved in [6]. For instance, the following result showing that Conjecture 2 is asymptotically true:

Theorem 19. Every $k$-uniform homogeneous arithmetic chain $H$ satisfies

$$
\chi_{r}(H)=(1+o(1)) k
$$

We conclude this section with the following generalization of Conjecture 2 :
Conjecture 20. For every $t=2,3, \ldots, k$, every $k$-uniform homogeneous arithmetic chain hypergraph is t-colorable so that each edge meets every color.

Actually, the statement is equivalent to Conjecture 2, as the case $t=k$ implies all smaller cases (by any partition of the set of $k$ colors into $t$ non-empty parts). Thus, proving it for each particular value of $t$ gives a step towards the full conjecture.

It is not hard to prove the conjecture for $t=2$. Actually, in this case one may prove a much stronger statement corresponding to equitable partition of the set of $k$ colors. Let us call a 2-coloring of a hypergraph $H$ perfectly balanced if every edge has the same number of vertices in each color (or almost the same when $k$ is odd).

Theorem 21 (Bosek and Grytczuk [7]). Every k-uniform homogeneous arithmetic chain has a perfectly balanced 2-coloring.

Proof (sketch). A basic idea of the proof is simple. Let $k$ be a fixed positive integer. Let $f$ be a completely multiplicative function assigning to every positive integer one of the two values $\{-1,+1\}$. This means that $f(a b)=f(a) f(b)$ for any pair $a, b \in \mathbb{N}$. Notice that such a function is completely determined by specifying values $f(p)$ for all prime numbers $p$. Notice also that it must be $f(1)=+1$.

Suppose now, that we have a completely multiplicative function $f$ that satisfies

$$
\begin{equation*}
\sum_{i=1}^{k} f(i) \in\{0,-1,+1\} \tag{6}
\end{equation*}
$$

Then, for every $a \in \mathbb{N}$ we have

$$
\begin{equation*}
\sum_{i=1}^{k} f(a i)=\sum_{i=1}^{k} f(a) f(i)=f(a) \sum_{i=1}^{k} f(i) \in\{0,-1,+1\} \tag{7}
\end{equation*}
$$

This means that the coloring $f$ is perfectly balanced on every edge $\{a, 2 a, \ldots, k a\}$. Hence, to prove the assertion of the theorem it suffices to construct, for every $k$, a completely multiplicative function $f$ satisfying condition (6). This can be done as follows:

We start with a completely multiplicative function $g$ specified by taking $g(p)= \pm 1$ in accordance to whether a prime $p$ is congruent to +1 or -1 modulo 3 , with $g(3)=+1$. It can be proved that $\sum_{i=1}^{k} g(i)$ is exactly equal to the number of 1 's in the ternary expansion of $k$ (see [5]). In particular, this sum is never negative and bounded from above by $\log _{3} k+1$. So, to get a function $f$ with a desired property it suffices to change the sign +1 into -1 of at $\operatorname{most} \log _{3} k+1$ primes of the form $3 t+1$ lying in the interval $[k / 2, k]$. This operation will not affect multiplicativity of $g$. The fact that there exists a sufficient number of primes of that form in this interval follows from the celebrated Dirichlet's Theorem on primes in arithmetic progressions (see [2]). This gives the result for a sufficiently large $k$. Complete proof demands more delicate tricks together with some computational experiments (see [7]).

A perfectly balanced coloring may be defined for more than two colors in the same way. In view of the above result, we state the following strengthening of the last conjecture (still equivalent to Conjecture 2):

Conjecture 22. For every $t=2,3, \ldots, k$, every $k$-uniform homogeneous arithmetic chain has a perfectly balanced $t$-coloring.

It is not hard to prove the statement for $k=p-1$, where $p$ is a prime number (see [6], [9]).

Proposition 23. Let $p$ be a prime number. Then every $(p-1)$-uniform homogeneous arithmetic chain has a perfectly balanced $t$-coloring, for every $t \in\{2,3, \ldots, p-1\}$.

Proof. As noticed above, it is enough to prove the statement for $t=p-1$. Let $H$ be a fixed chain hypergraph whose edges are homogeneous arithmetic progressions of length $p-1$.

We define a desired coloring of $H$ as follows: write a natural number $n$ as $n=p^{s} m$, where $m$ is not divisible by $p$. Let $r(m)$ be the residue of $m$ modulo $p$. We assign $r(m)$ as a color of the number $n$. Since residue zero is excluded, there are $p-1$ different colors.

It is not hard to see that no two elements of the same edge in $H$ may have the same color. Indeed, let $a n$ and $b n$ be any two distinct elements of the progression $\{n, 2 n, \ldots,(p-1) n\}$. Since $a$ and $b$ are not divisible by $p$, we have $a n=p^{s} m a$ and $b n=p^{s} m b$. Consequently, the color of $a n$ is $r(m a)$ and the color of $b n$ is $r(m b)$. If these two colors are equal, then, by multiplication properties of residues modulo $p$, also $r(a)=r(b)$, which means that $a=b$. Hence, $a n=b n$ and the proof is complete.

## 6. THE LAST CHALLENGE

We conclude the paper with a challenging problem inspired by the recent breakthrough result concerning the queue number of planar graphs.

Let $G$ be a graph whose vertices are linearly ordered. The queue number of $G$ is the least number of colors needed to color the edges of $G$ so that each color class forms a (2-uniform) chain hypergraph (with respect to the common linear order of vertices). A long-standing open question was whether the queue number of planar graphs was finite. It was recently solved in the affirmative in [12] by proving a deep structural result for more general minorclosed classes of graphs.

A natural generalization of this statement could be formulated by using chain hypergraphs and some natural hypergraph extension of planar graphs. Let us call a hypergraph $H$ planar if there is a realization of $H$ by a pseudo-disk arrangement in the sense that the vertices are embedded as points and the edges as pseudo-disks such that a point is contained in a pseudodisk if and only if the respective vertex is in the respective edge (see [8]).

A definition of the analogue of the queue number, which could be called the chain number of a hypergraph, is analogous: it is the least number of colors needed to color the edges of an ordered $k$-uniform hypergraph so that each color class forms a chain hypergraph.

Conjecture 24. For every $k \geqslant 2$, the chain number of planar $k$-uniform hypergraphs is bounded.
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#### Abstract

Quasistatic models in the inelastic deformation theory are very often used in the engineering practice for the numerical analysis of observed real deformation processes. In these models there appear material constants, which are determined experimentally only. For this reason it is important to study the stability of solutions with respect to the material constants. In this article we study the material stability in the quasistatic Melan-Prager model. Keywords: inelastic deformations, Melan-Prager model, material stability Mathematics Subject Classification (2020): 35B30, 74C10


## 1. THEORY OF INELASTIC DEFORMATIONS - SHORT INTRODUCTION

The theory of inelastic deformations is a part of continuum mechanics. In this theory systems of equations are considered, which model viscoplastic deformations of solids at small strains in the quasistatic or in the dynamic setting of the problem. In this article we will study the quasistatic case only. Such systems consist of linear partial differential equations coupled with nonlinear differential inclusions (or ordinary differential equations) for the vector of internal variables. The partial differential equations result from general mechanical laws. The differential inclusions are experimental, and depend on the kind of considered material. Therefore, in engineering sciences there are many inelastic constitutive equations, always specially adapted to the material under consideration. The first part of the system in the quasistatic setting of the problem in all models represents the balance of forces acting on the material

$$
\begin{equation*}
\operatorname{div}_{x} T(x, t)=-F(x, t) \quad(x, t) \in \Omega \times\left(0, T_{e}\right) . \tag{1}
\end{equation*}
$$

Here $T_{e}>0$ is a fixed length of a time interval, $\Omega \subset \mathbb{R}^{3}$ is a bounded domain with a smooth boundary $\partial \Omega, u: \Omega \times\left(0, T_{e}\right) \rightarrow \mathbb{R}^{3}$ denotes the displacement field, $T: \Omega \times\left(0, T_{e}\right) \rightarrow \mathcal{S}^{3}=$ $\mathbb{R}_{\text {sym }}^{3 \times 3}$ is the Cauchy stress tensor, and $F: \Omega \times\left(0, T_{e}\right) \rightarrow \mathbb{R}^{3}$ describes the external forces acting on the body. The other parts of the system consist of constitutive relations

$$
\begin{equation*}
T(x, t)=\mathcal{F}_{0 \leq s \leq t}(\nabla u(x, s)), \tag{2}
\end{equation*}
$$

where the right-hand side denotes a functional depending on the history of the displacement gradient. The theory, which we are going to present, assumes that the functional $\mathcal{F}_{0 \leq s \leq t}$ consists of the elastic constitutive equation

$$
\begin{equation*}
T(x, t)=\mathcal{D}\left(\varepsilon(x, t)-\varepsilon^{p}(x, t)\right) \tag{3}
\end{equation*}
$$

where $\varepsilon=\varepsilon(u)=\frac{1}{2}\left(\nabla u+\nabla^{T} u\right)$ is the symmetrized displacement gradient, $\varepsilon^{p}: \Omega \times\left(0, T_{e}\right) \rightarrow$ $\mathcal{S}^{3}$ describes the plastic part of the deformation and $\mathcal{D}: \mathcal{S}^{3} \rightarrow \mathcal{S}^{3}$ is the elasticity tensor, which is assumed to be constant with respect to $x \in \Omega$ and $t \in\left(0, T_{e}\right)$, symmetric and positive definite. This equation is coupled with the inelastic constitutive relation formulated in general as a differential inclusion

$$
\begin{equation*}
z_{t}(x, t) \in f(\varepsilon(x, t), z(x, t)) \tag{4}
\end{equation*}
$$

where $z: \Omega \times\left(0, T_{e}\right) \rightarrow \mathbb{R}^{N}$ is the vector of internal variables. $z$ consists of $\varepsilon^{p}$ and other components $\tilde{z}$ which are introduced to describe the deformation process more appropriately. $f: D(f) \subset \mathcal{S}^{3} \times \mathbb{R}^{N} \rightarrow \mathcal{P}\left(\mathbb{R}^{N}\right)$ is the constitutive multifunction and causes the system of equations (1)+(3)+(4) to become nonlinear. Thermodynamical considerations yield that there exists a free energy function $\psi: D(f) \subset \mathcal{S}^{3} \times \mathbb{R}^{N} \rightarrow \mathbb{R}_{+}$such that for all $(\varepsilon, z) \in D(f)$

$$
\begin{align*}
& T=\frac{\partial \rho \psi(\varepsilon, z)}{\partial \varepsilon} \quad \text { (hyperelasticity) }  \tag{5}\\
& \frac{\partial \rho \psi(\varepsilon, z)}{\partial z} \cdot w^{*} \leq 0 \quad \text { for all } \quad w^{*} \in f(\varepsilon, z) \tag{6}
\end{align*}
$$

The existence of the free energy function $\psi$ implies that the considered problem with $F=0$ and with homogeneous boundary conditions possesses a natural semi-invariant, namely the total energy does not increase in time

$$
\begin{equation*}
\mathcal{E}(u, z)(t) \stackrel{\mathrm{df}}{=} \int_{\Omega} \rho \psi(\varepsilon, z) d x \leq \mathcal{E}(u, z)(0) . \tag{7}
\end{equation*}
$$

Using the properties of the elasticity tensor $\mathcal{D}$ (5) implies that the free energy function has to be of the form

$$
\begin{equation*}
\rho \psi(\varepsilon, z)=\frac{1}{2} \mathcal{D}\left(\varepsilon-\varepsilon^{p}\right) \cdot\left(\varepsilon-\varepsilon^{p}\right)+\psi_{1}(z), \tag{8}
\end{equation*}
$$

where the function $\psi_{1}$ depends on the vector $z$ only. There is no precise relationship between free energy functions and constitutive multifunctions such that the reduced dissipation inequality (6) would hold. We restrict our considerations to a subclass of problems, for which
(6) will be satisfied automatically. We say that the considered problem is of pre-monotone type if the constitutive multifunction is of the form

$$
\begin{equation*}
f(\varepsilon, z)=g\left(-\rho \nabla_{z} \psi(\varepsilon, z)\right) \tag{9}
\end{equation*}
$$

with a multifunction $g: D(g) \subset \mathbb{R}^{N} \rightarrow \mathcal{P}\left(\mathbb{R}^{N}\right)$ satisfying

$$
\begin{equation*}
\forall z \in D(g), \quad \forall z^{*} \in g(z) \quad z^{*} \cdot z \geq 0 \tag{10}
\end{equation*}
$$

and with the free energy function $\psi$ given as a positive semi-definite quadratic form

$$
\begin{equation*}
\rho \psi(\varepsilon, z)=\frac{1}{2} \mathcal{D}(\varepsilon-B z) \cdot(\varepsilon-B z)+\frac{1}{2} L z \cdot z . \tag{11}
\end{equation*}
$$

Here $L \in \mathbb{R}_{\mathrm{sym}}^{N \times N}, L \geq 0$ and $B z=B\left(\varepsilon^{p}, \tilde{z}\right) \stackrel{\mathrm{df}}{=} \varepsilon^{p}$ is the orthogonal projection of the vector $z$ on the direction $\varepsilon^{p}$. Moreover, we assume that the symmetric operator $L+B^{T} \mathcal{D} B$ is positive definite. This class of models was introduced by H.-D. Alber in [1, Definition 3.1.1]. Assuming that $0 \in g(0)$ we can say that (10) gives the monotonicity of $g$ at the point 0 . If additionally the inelastic constitutive multifunction is monotone then we say that the considered model is of monotone type. For such flow rules we can find in the literature many articles, (see for example $[1,2,3,4,5,6,7,8,9,10,11,12,13]$ ) which prove existence and uniqueness results in dynamical and quasistatic setting of the problem.
Some special subclass of models is very important in the theory of inelastic deformations. If the operator $L$ is positive definite then the energy controls the whole vector $z$ and therefore the strain tensor is also controlled by the energy in this case. Such models are called coercive in the literature and in this article we are going to work in this subclass of models only.

## 2. MELAN-PRAGER MODEL AND MAIN THEOREM

In this section we are going to present the Melan-Prager flow rule. The vector $z$ of internal variables consists of two components from $\mathcal{S}^{3}$. The first one is the inelastic strain tensor $\varepsilon^{p}$ and the second one is the so called backstress $b$. The flow rule is given by the following system of a differential inclusion coupled with a differential equation

$$
\begin{align*}
\varepsilon_{t}^{p} & \in \partial I_{\mathcal{K}}(T-b),  \tag{12}\\
b_{t} & =\alpha \varepsilon_{t}^{p} . \tag{13}
\end{align*}
$$

Here, $\mathcal{K}$ denotes the set of admissible stresses, which is assumed to be of the following form $\mathcal{K}=\left\{T \in \mathcal{S}^{3}:|P T| \leq C_{K}\right\}$, where $C_{K}$ is a positive constant depending on the material under consideration. $P: \mathcal{S}^{3} \rightarrow P \mathcal{S}^{3}$ is the projector on the deviatoric part of symmetric matrices: $P S=S-\frac{1}{3} \operatorname{tr} S \cdot I$. The function $I_{\mathcal{K}}: \mathcal{S}^{3} \rightarrow \mathbb{R}_{+}$is the indicator function of the set $\mathcal{K}$, which means that

$$
I_{\mathcal{K}}(T)= \begin{cases}0 & \text { for } T \in \mathcal{K},  \tag{14}\\ \infty & \text { for } T \notin \mathcal{K} .\end{cases}
$$

Moreover, the positive constant $\alpha$ depends on the considered material. This means that in this flow rule we have two positive material constants $C_{K}$ and $\alpha$. The first constant describes how large is the elastic domain of the considered material and the second constant describes the hardening of the material. If $\alpha$ goes to zero then the considered material becomes pure elasto-plastic (this result in the dynamical case is proved in [6]).
The free energy associated with the Melan-Prager flow rule has the form

$$
\begin{equation*}
\rho \psi\left(\varepsilon, \varepsilon^{p}, b\right)=\frac{1}{2} \mathcal{D}\left(\varepsilon-\varepsilon^{p}\right) \cdot\left(\varepsilon-\varepsilon^{p}\right)+\frac{1}{2 \alpha}|b|^{2} . \tag{15}
\end{equation*}
$$

Then it is easy to see that the operator $L$ is given by $L z=L\left(\varepsilon^{p}, b\right)=\left(0, \alpha^{-1} b\right)$ and is semipositive definite. Moreover, the operator $\left(L+B^{T} \mathcal{D} B\right) z=\left(\mathcal{D} \varepsilon^{p}, \alpha^{-1} b\right)$ and is positive definite. It is also very easy to verify that the flow rule of Melan-Prager is thermodynamically admissible (satisfies the dissipation inequality (6)) and is of monotone type.
The whole system of equations describing a quasistatic deformation process with the flow of Melan-Prager is in the form:

$$
\begin{align*}
\operatorname{div}_{x} T(x, t) & =-F(x, t), \\
T(x, t) & =\mathcal{D}\left(\varepsilon(u(x, t))-\varepsilon^{p}(x, t)\right), \\
\varepsilon(u(x, t)) & =\frac{1}{2}\left(\nabla_{x} u(x, t)+\nabla_{x}^{T} u(x, t)\right),  \tag{16}\\
\varepsilon_{t}^{p}(x, t) & \in \partial I_{\mathcal{K}}(T(x, t)-b(x, t)), \\
b_{t}(x, t) & =\alpha \varepsilon_{t}^{p}(x, t),
\end{align*}
$$

where the displacement vector $u$, the inelastic strain tensor $\varepsilon^{p}$ and the backstress $b$ are the unknowns. We consider system (16) with boundary conditions of mixed type. The Dirichlet boundary condition on $\Gamma_{1} \subset \partial \Omega$

$$
\begin{equation*}
u(x, t)=g_{D}(x, t) \text { for } x \in \Gamma_{1} \text { and } t \geq 0 \tag{17}
\end{equation*}
$$

and the Neumann boundary condition on $\Gamma_{2} \subset \partial \Omega$

$$
\begin{equation*}
T(x, t) \cdot n(x)=g_{N}(x, t) \text { for } x \in \Gamma_{2} \text { and } t \geq 0 \tag{18}
\end{equation*}
$$

where $n(x)$ is the exterior unit normal vector to the boundary $\partial \Omega$ at the point $x, \Gamma_{1}$ and $\Gamma_{2}$ are open in $\partial \Omega$, disjoint, smooth sets satisfying $\partial \Omega=\bar{\Gamma}_{1} \cup \bar{\Gamma}_{2}$ and $\mathcal{H}_{2}\left(\Gamma_{1}\right)>0$, where $\mathcal{H}_{2}$ denotes the 2-dimensional Hausdorff measure. The functions $g_{D}, g_{N}$ are given and describe boundary data. Finally, the initial conditions for the inelastic strain tensor and the backstress are given by

$$
\begin{align*}
\varepsilon^{p}(x, 0) & =\varepsilon^{p, 0}(x)  \tag{19}\\
b(x, 0) & =b^{0}(x) \tag{20}
\end{align*}
$$

with given initial data $\varepsilon^{p, 0}: \Omega \rightarrow P \mathcal{S}^{3}$ and $b^{0}: \Omega \rightarrow P \mathcal{S}^{3}$.
The operator $L$ in the Melan-Prager model does not control all directions of the vector $z$ and
the considered model is not coercive. However, using the very simple form of the equation (13) from the flow rule, we can integrate this equation in time and obtain

$$
\begin{equation*}
b(x, t)=\alpha \varepsilon^{p}(x, t)+b^{0}(x)-\alpha \varepsilon^{p, 0}(x) . \tag{21}
\end{equation*}
$$

For simplicity we assume that $b^{0}=\alpha \varepsilon^{p, 0}$. This assumption is not important and it is easy to see that all results obtained in this article are also true without this technical simplification. Inserting (21) into (12) we obtain the following new form of the Melan-Prager flow rule

$$
\begin{equation*}
\varepsilon_{t}^{p}(x, t) \in \partial I_{\mathcal{K}}\left(T(x, t)-\alpha \varepsilon^{p}(x, t)\right) . \tag{22}
\end{equation*}
$$

The free energy function associated with this new flow rule is now in the form

$$
\begin{equation*}
\rho \psi\left(\varepsilon, \varepsilon^{p}\right)=\frac{1}{2} \mathcal{D}\left(\varepsilon-\varepsilon^{p}\right) \cdot\left(\varepsilon-\varepsilon^{p}\right)+\frac{\alpha}{2}\left|\varepsilon^{p}\right|^{2} . \tag{23}
\end{equation*}
$$

We see that the vector of internal variables is now reduced to the inelastic strain tensor only. The free energy controls the direction $\varepsilon^{p}$. Moreover, the operator $L$ in this new setting is defined by $L \varepsilon^{p}=\alpha \varepsilon^{p}$ and is positive definite. Consequently, the considered model of Melan-Prager in this new setting is coercive. Hence, the system of equations, which we are going to study is in the form

$$
\begin{align*}
\operatorname{div}_{x} T(x, t) & =-F(x, t) \\
T(x, t) & =\mathcal{D}\left(\varepsilon(u(x, t))-\varepsilon^{p}(x, t)\right)  \tag{24}\\
\varepsilon_{t}^{p}(x, t) & \in \partial I_{\mathcal{K}}\left(T(x, t)-\alpha \varepsilon^{p}(x, t)\right) .
\end{align*}
$$

This system will be considered with boundary conditions $(17,18)$ and with initial condition (19) reduced to the inelastic strain only. Let us define the notion of a strong solution to system (24).

Definition 1. Functions $\left(u, \varepsilon^{p}\right)$ are called a strong solution to system (24) with boundary conditions (17,18) and with initial condition (19) if

$$
\begin{aligned}
u \in \mathbb{C}\left(\left[0, T_{e}\right], \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right), & u_{t} \in \mathbb{L}^{\infty}\left(\left(0, T_{e}\right), \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right), \\
\varepsilon^{p} \in \mathbb{C}\left(\left[0, T_{e}\right], \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right), & \varepsilon_{t}^{p} \in \mathbb{L}^{\infty}\left(\left(0, T_{e}\right), \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right),
\end{aligned}
$$

the system (24) is satisfied pointwise for almost all $(x, t) \in \Omega \times[0, T]$, boundary conditions $(17,18)$ are satisfied in the sense of traces and initial condition (19) is satisfied in classical sense.

The initial function $\varepsilon^{p, 0}$ generates initial values for the stress and the displacement. Let us denote by $T^{0}$ and by $u^{0}$ the unique solution of the linear problem

$$
\begin{align*}
\operatorname{div}_{x} T^{0}(x) & =-F(x, 0) \\
T^{0}(x) & \left.=\mathcal{D}\left(\varepsilon\left(u^{0}(x)\right)-\varepsilon^{p, 0}(x)\right)\right)  \tag{25}\\
u^{0}(x)_{\mid \Gamma_{1}} & =g_{D}(x, 0), \quad T^{0}(x) \cdot n(x)_{\mid \Gamma_{2}}=g_{N}(x, 0)
\end{align*}
$$

We will say that the initial function $\varepsilon^{p, 0}$ is admissible if $T^{0}(x)-\alpha \varepsilon^{p, 0}(x) \in \mathcal{K}$ for almost all $x \in \Omega$. This means that the initial value for the argument of the nonlinear operator $\partial I_{\mathcal{K}}$ belongs to the domain of this operator.

Lemma 2. If the boundary data and the external forces have the following regularity: for all $T_{e}>0$

$$
\begin{gather*}
F \in \mathbb{W}^{2, \infty}\left(\left(0, T_{e}\right) ; \mathbb{L}^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right), \\
g_{D} \in \mathbb{W}^{3, \infty}\left(\left(0, T_{e}\right) ; \mathbb{H}^{\frac{1}{2}}\left(\Gamma_{1} ; \mathbb{R}^{3}\right)\right), \quad g_{N} \in \mathbb{W}^{2, \infty}\left(\left(0, T_{e}\right) ; \mathbb{H}^{-\frac{1}{2}}\left(\Gamma_{2} ; \mathbb{R}^{3}\right)\right), \tag{26}
\end{gather*}
$$

and the initial inelastic strain tensor $\varepsilon^{p, 0} \in \mathbb{L}^{2}\left(\Omega ; P \mathcal{S}^{3}\right)$ is admissible then system (24) with boundary conditions $(17,18)$ and with initial condition (19) possesses a global in time, unique strong solution.

Proof. This lemma follows directly from [2], where a similar result is proved for all coercive models.

Now we are ready to present the problem, which we are going to study in this article. In the engineering practice quasistatic models from the theory of inelastic deformations are used in the numerical analysis of observed real deformation processes. In the Malan-Prager model two material constants appear, which are determined experimentally only. For this reason it is important to study continuous dependence of solutions with respect to material constants. This kind of continuity is called material stability in the literature. Let us assume that we have two convergent positive sequences $\alpha^{l} \rightarrow \alpha$ and $C_{K}^{l} \rightarrow C_{K}$ and the limits are also positive. Let us consider strong solutions $\left(u^{l}, \varepsilon^{p, l}\right)$ to the system

$$
\begin{align*}
\operatorname{div}_{x} T^{l}(x, t) & =-F(x, t), \\
T^{l}(x, t) & =\mathcal{D}\left(\varepsilon\left(u^{l}(x, t)\right)-\varepsilon^{p, l}(x, t)\right),  \tag{27}\\
\varepsilon_{t}^{p, l}(x, t) & \in \partial I_{\mathcal{K}^{l}}\left(T^{l}(x, t)-\alpha^{l} \varepsilon^{p, l}(x, t)\right) .
\end{align*}
$$

where $\mathcal{K}^{l}=\left\{T \in \mathcal{S}^{3}:|P T| \leq C_{K}^{l}\right\}$. This system is considered with boundary conditions $(17,18)$ and with initial condition $(19)$. We are going to prove that the sequence of strong solutions converges to the strong solution of (24).

Theorem 3. Let us assume that the boundary data, the external forces and the initial data have the regularity from Lemma 2. Moreover, assume that the initial data is admissible for everyl. Then the sequence of strong solutions $\left(u^{l}, \varepsilon^{p, l}\right)$ to problem (27) with boundary conditions $(17,18)$ and with initial condition (19) converges in the topology $\mathbb{C}\left(\left[0, T_{e}\right] ; \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right) \times\right.$ $\left.\mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$ to the strong solution of (24).

## 3. UNIFORM ENERGY ESTIMATES

In this section we will prove uniform estimates for the sequence of strong solutions to (27). We begin with an easy observation that the initial displacement vector and the initial stress defined by (26) do not depend on $l$. This follows from the fact that the boundary data, the initial data and the external forces in initial-boundary problem (27) do not depend on $l$.

Theorem 4. Let us assume that the boundary data, the external forces and the initial data satisfy all requirements from Theorem 3. Moreover, assume that $\left(u^{l}, \varepsilon^{p, l}\right)$ is the strong solution to problem (27) with boundary conditions $(17,18)$ and with initial condition (19). Then there exists a positive constant $C=C\left(T_{e}\right)$, which does not depend on $l$ such that for all $t \in\left(0, T_{e}\right)$ the following inequality holds

$$
\begin{equation*}
\mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)(t) \stackrel{\text { df }}{=} \frac{1}{2} \int_{\Omega} \mathcal{D}\left(\varepsilon\left(u^{l}\right)-\varepsilon^{p, l}\right) \cdot\left(\varepsilon\left(u^{l}\right)-\varepsilon^{p, l}\right) d x+\frac{\alpha^{l}}{2} \int_{\Omega}\left|\varepsilon^{p, l}\right|^{2} d x \leq C\left(T_{e}\right) \tag{28}
\end{equation*}
$$

Proof. This theorem can be concluded from the general energy estimate in [9]. However, this result is very crucial in the proof of the main theorem and therefore we present the whole proof in this article. Let us calculate the time derivative of the energy $\mathcal{E}^{l}\left(u^{l}, \mathcal{E}^{p, l}\right)(t)$.

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)(t) & =\int_{\Omega} \mathcal{D}\left(\varepsilon\left(u_{t}^{l}\right)-\varepsilon_{t}^{p, l}\right) \cdot\left(\varepsilon\left(u^{l}\right)-\varepsilon^{p, l}\right) d x+\alpha^{l} \int_{\Omega} \varepsilon_{t}^{p, l} \cdot \varepsilon^{p, l} d x \\
& =\int_{\Omega} \varepsilon\left(u_{t}^{l}\right) \cdot T^{l} d x-\int_{\Omega} \varepsilon_{t}^{p, l} \cdot\left(T^{l}-\alpha^{l} \varepsilon^{p, l}\right) d x \leq \int_{\Omega} \nabla u_{t}^{l} \cdot T^{l} d x  \tag{29}\\
& =\int_{\Omega} u_{t}^{l} F d x+\int_{\Gamma_{1}} g_{D} T^{l} n d S+\int_{\Gamma_{2}} u_{t}^{l} g_{N} d S
\end{align*}
$$

Integrating inequality (29) on ( $0, t$ ) we have

$$
\begin{align*}
\mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)(t) \leq & \mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)(0) \\
& +\int_{0}^{t} \int_{\Omega} u_{t}^{l} F d x d \tau+\int_{0}^{t} \int_{\Gamma_{1}} g_{D} T^{l} n d S d \tau+\int_{0}^{t} \int_{\Gamma_{2}} u_{t}^{l} g_{N} d S d \tau \tag{30}
\end{align*}
$$

Let us denote the three integrals on the right hand side of (30) by $K_{i}$ for $i=1,2,3$. From the observation that the initial displacement does not depend on $l$ we see that the initial energy $\mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)(0)$ is constant. Next we will estimate the integrals $K_{i}$ for $i=1,2,3$. The energy function does not depend on the time derivative of the displacement vector. Therefore we write $K_{1}$ in another form integrating by parts with respect to $t$.

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega} u_{t}^{l} F d x d \tau=-\int_{0}^{t} \int_{\Omega} u^{l} F_{t} d x d \tau+\int_{\Omega} u^{l} F d x-\int_{\Omega} u^{0} F(0) d x . \tag{31}
\end{equation*}
$$

We see that the last integral on the right hand side of (31) is equal to a constant and we have to estimate the remaining integrals.

$$
\begin{equation*}
\left|\int_{0}^{t} \int_{\Omega} u^{l} F_{t} d x d \tau\right|+\left|\int_{\Omega} u^{l} F d x\right| \leq\left(1+T_{e}\right) \sup _{(0, t)}\left[\left\|u^{l}\right\|_{\mathbb{L}^{2}(\Omega)}\left(\left\|F_{t}\right\|_{\mathbb{L}^{2}(\Omega)}+\|F\|_{\mathbb{L}^{2}(\Omega)}\right)\right] \tag{32}
\end{equation*}
$$

Using the Poincare inequality we have

$$
\begin{equation*}
\left\|u^{l}\right\|_{\mathbb{L}^{2}(\Omega)} \leq D\left(\left\|\varepsilon\left(u^{l}\right)\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|g_{D}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}\right) \tag{33}
\end{equation*}
$$

where the constant $D$ depends on the set $\Omega$ only. From the elastic constitutive relation we also have that

$$
\begin{equation*}
\left\|\varepsilon\left(u^{l}\right)\right\|_{\mathbb{L}^{2}(\Omega)} \leq\left\|\mathcal{D}^{-1} T^{l}\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|\varepsilon^{p, l}\right\|_{\mathbb{L}^{2}(\Omega)} \leq L \sqrt{\mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)} \tag{34}
\end{equation*}
$$

where the positive constant $L$ does not depend on $l$. In the last estimation we have used the fact that the sequence $\alpha^{l}$ is bounded from below and from above by positive constants. Inserting (34) into (33) and the resulting inequality into (32) we conclude that for $\eta>0$ there exists $C\left(\eta, T_{e}\right)>0$ such that

$$
\begin{align*}
\left|\int_{0}^{t} \int_{\Omega} u^{l} F_{t} d x d \tau\right| \leq & \eta \mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right) \\
& +C\left(\eta, T_{e}\right) \sup _{(0, t)}\left(\left\|F_{t}\right\|_{\mathbb{L}^{2}(\Omega)}^{2}+\|F\|_{\mathbb{L}^{2}(\Omega)}^{2}+\left\|g_{D}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}^{2}+1\right) \tag{35}
\end{align*}
$$

Next we are going to will estimate $K_{2}$.

$$
\begin{equation*}
\left|\int_{0}^{t} \int_{\Gamma_{1}} g_{D} T^{l} n d S d \tau\right| \leq \sup _{(0, t)}\left\|g_{D, t}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)} \sup _{(0, t)}\left\|T^{l} n\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{1}\right)} \tag{36}
\end{equation*}
$$

According to the trace theorem in the space $\mathbb{L}^{2}$ (div) (this space contains all vector fields from $\mathbb{L}^{2}(\Omega)$ which weak divergence belongs also to $\left.\mathbb{L}^{2}(\Omega)\right)$ we have

$$
\begin{align*}
\left\|T^{l} n\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{1}\right)} & \leq\left\|T^{l} n\right\|_{\mathbb{H}^{-1 / 2}(\partial \Omega)} \\
& \leq M\left(\left\|\operatorname{div} T^{l}\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|T^{l}\right\|_{\mathbb{L}^{2}(\Omega)}\right) \leq \tilde{M}\left(\|F\|_{\mathbb{L}^{2}(\Omega)}+\sqrt{\mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)}\right) \tag{37}
\end{align*}
$$

where the constants $M, \tilde{M}$ do not depend on $l$. Inserting (37) into (36) we obtain that for every positive $\kappa$ there exists a positive constant $C\left(\kappa, T_{e}\right)$ such that

$$
\begin{equation*}
\left|\int_{0}^{t} \int_{\Gamma_{1}} g_{D} T^{l} n d S d \tau\right| \leq \kappa a \mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right)+C\left(\kappa, T_{e}\right) \sup _{(0, t)}\left(\|F\|_{\mathbb{L}^{2}(\Omega)}^{2}+\left\|g_{D, t}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}^{2}\right) . \tag{38}
\end{equation*}
$$

Finally, we have to estimate integral $K_{3}$. First we shift the time derivative from the displacement vector onto the data.

$$
\begin{equation*}
\int_{0}^{t} \int_{\Gamma_{2}} u_{t}^{l} g_{N} d S d \tau=-\int_{0}^{t} \int_{\Gamma_{2}} u^{l} g_{N}, t d S d \tau+\int_{\Gamma_{2}} u^{l} g_{N} d S-\int_{\Gamma_{2}} u^{0} g_{N}(0) d S \tag{39}
\end{equation*}
$$

The last integral on the right hand side of (39) is constant and we only need to estimate the other two.

$$
\begin{equation*}
\left|\int_{0}^{t} \int_{\Gamma_{2}} u^{l} g_{N}, t d S d \tau\right|+\left|\int_{\Gamma_{2}} u^{l} g_{N} d S\right| \leq T_{(0, t)} \sup _{(0, t)}\left[\left\|u^{l}\right\|_{\mathbb{H}^{1 / 2}(\partial \Omega)}\left(\left\|g_{N, t}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}+\left\|g_{N}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}\right)\right] . \tag{40}
\end{equation*}
$$

Using the trace theorem in the space $\mathbb{H}^{1}(\Omega)$ and the Poincare inequality we get

$$
\begin{equation*}
\left\|u^{l}\right\|_{\mathbb{H}^{1 / 2}(\partial \Omega)} \leq E\left\|u^{l}\right\|_{\mathbb{H}^{1}(\Omega)} \leq \tilde{E}\left(\left\|\varepsilon\left(u^{l}\right)\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|g_{D}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}\right) \tag{41}
\end{equation*}
$$

where the constants $E, \tilde{E}$ do not depend on $l$. Using (34) we can conclude that for positive constant $\mu$ there exists a positive constant $C\left(\mu, T_{E}\right)$ such that

$$
\begin{align*}
\left|\int_{0}^{t} \int_{\Gamma_{2}} u_{t}^{l} g_{N} d S d \tau\right| \leq & \mu a \mathcal{E}^{l}\left(u^{l}, \varepsilon^{p, l}\right) \\
& +C\left(\mu, T_{e}\right) \sup _{(0, t)}\left(\left\|g_{N, t}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}^{2}+\left\|g_{N}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}^{2}+\left\|g_{D}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}+1\right) . \tag{42}
\end{align*}
$$

Adding estimates (35),(38) and (42) side to side and choosing constants $\eta, \kappa, \mu$ so that $\eta+\kappa+\mu<1$ we end the proof.

## 4. UNIFORM ENERGY ESTIMATES FOR TIME DERIVATIVES

In the previous section we proved that the sequence $\left\{u^{l}\right\}$ is bounded in the space $\mathbb{C}\left(\left[0, T_{e}\right], \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ and the sequence $\left\{\varepsilon^{p, l}\right\}$ is bounded in the space $\mathbb{C}\left(\left[0, T_{e}\right], \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$. The next step is to obtain uniform estimates for the time derivatives of the strong solutions to system (27).

Theorem 5. Let us assume that the boundary data, the external forces and the initial data satisfy all requirements from Theorem 3. Moreover, assume that $\left(u^{l}, \varepsilon^{p, l}\right)$ is the strong solution to problem (27) with boundary conditions $(17,18)$ and with initial condition (19). Then there exists a positive constant $\tilde{C}=\tilde{C}\left(T_{e}\right)$ which does not depend on $l$ and such that for all $t \in\left(0, T_{e}\right)$ the energy evaluated on the time derivatives can be estimated as follows

$$
\begin{equation*}
\mathcal{E}^{l}\left(u_{t}^{l}, \varepsilon_{t}^{p, l}\right)(t) \stackrel{\text { df }}{=} \frac{1}{2} \int_{\Omega} \mathcal{D}\left(\varepsilon\left(u_{t}^{l}\right)-\varepsilon_{t}^{p, l}\right) \cdot\left(\varepsilon\left(u_{t}^{l}\right)-\varepsilon_{t}^{p, l}\right) d x+\frac{\alpha^{l}}{2} \int_{\Omega}\left|\varepsilon_{t}^{p, l}\right|^{2} d x \leq \tilde{C}\left(T_{e}\right) \tag{43}
\end{equation*}
$$

Proof. Let us denote by $\left(\varepsilon\left(u^{l}\right)_{h}, \varepsilon_{h}^{p, l}\right)$ the shifted functions $\left(\varepsilon\left(u^{l}\right)(x, t+h), \varepsilon^{p, l}(x, t+h)\right)$ for $h \in\left(0, T_{e}\right)$. Let us define by $v^{l}$ the velocity vector $u_{t}^{l}$. For simplicity we will write $\varepsilon^{l}=\varepsilon\left(u^{l}\right)$.

Calculating the time derivative of the function $\mathcal{E}^{l}\left(\varepsilon_{h}^{l}-\varepsilon^{l}, \varepsilon_{h}^{p, l}-\varepsilon^{p, l}\right)$ we obtain

$$
\begin{align*}
\frac{d}{d t} \mathcal{E}^{l}\left(\varepsilon_{h}^{l}-\varepsilon^{l}, \varepsilon_{h}^{p, l}-\varepsilon^{p, l}\right)= & \int_{\Omega} \mathcal{D}\left(\varepsilon\left(v_{h}^{l}\right)-\varepsilon\left(v^{l}\right)-\varepsilon_{h, t}^{p, l}+\varepsilon_{t}^{p, l}\right) \cdot\left(\varepsilon_{h}^{l}-\varepsilon^{l}-\varepsilon_{h}^{p, l}+\varepsilon^{p, l}\right) d x \\
& +\alpha^{l} \int_{\Omega}\left(\varepsilon_{h, t}^{p, l}+\varepsilon_{t}^{p, l}\right) \cdot\left(\varepsilon_{h}^{p, l}-\varepsilon^{p, l}\right) d x \\
= & \int_{\Omega}\left(\varepsilon\left(v_{h}^{l}\right)-\varepsilon\left(v^{l}\right)\right) \cdot\left(T_{h}^{l}-T^{l}\right) d x \\
& -\int_{\Omega}\left(\varepsilon_{h, t}^{p, l}+\varepsilon_{t}^{p, l}\right) \cdot\left(T_{h}^{l}-\alpha^{l} \varepsilon_{h}^{p, l}+T^{l}-\alpha^{l} \varepsilon^{p, l}\right) d x  \tag{44}\\
\leq & \int_{\Omega}\left(\nabla v_{h}^{l}-\nabla v^{l}\right)\left(T_{h}^{l}-T^{l}\right) d x \\
= & \int_{\Omega}\left(v_{h}^{l}-v^{l}\right)\left(F_{h}-F\right) d x+\int_{\Gamma_{1}}\left(g_{D, h}^{t}-g_{D}^{t}\right)\left(T_{h}^{l}-T^{l}\right) n d S \\
& +\int_{\Gamma_{2}}\left(v_{h}^{l}-v^{l}\right)\left(g_{N, h}-g_{N}\right) d S
\end{align*}
$$

where $g_{D}^{t}$ denotes the time derivative $\partial_{t} g_{D}$ and $F_{h}, v_{h}, g_{D, h}^{t}, g_{N, h}$ denote the shifted functions $F, v^{l}, g_{D}^{t}, g_{N}$ respectively. Next we integrate (44) on $(0, t)$, shift all difference operators onto the given data, divide by $h^{2}$ and go to the limit as $h \rightarrow 0^{+}$. Thus, we obtain the inequality

$$
\begin{aligned}
& \mathcal{E}^{l}\left(v^{l}, \varepsilon_{t}^{p, l}\right)(t) \leq \mathcal{E}^{l}\left(u_{t}^{l}, \varepsilon_{t}^{p, l}\right)(0)+\int_{0}^{t}\left\|F_{t t}\right\|_{\mathbb{L}^{2}(\Omega)}\left\|v^{l}\right\|_{\mathbb{L}^{2}(\Omega)} d \tau \\
& \quad+B\left(T_{e}\right)\left(\sup _{(0, t)}\left\|g_{D, t t t}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}+\sup _{(0, t)}\left\|g_{D, t t}\right\|_{\mathbb{H}^{1 / 2}\left(\Gamma_{1}\right)}+1\right) \sup _{(0, t)}\left\|T^{l} n\right\|_{\mathbb{H}^{-1 / 2}(\partial \Omega)} \\
& \quad+B\left(T_{e}\right)\left(\sup _{(0, t)}\left\|g_{N, t t}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}+\sup _{(0, t)}\left\|g_{N, t}\right\|_{\mathbb{H}^{-1 / 2}\left(\Gamma_{2}\right)}+1\right) \sup _{(0, t)}\left\|v^{l}\right\|_{\mathbb{H}^{1} / 2}(\partial \Omega) \\
& \quad+\sup _{(0, t)}\left\|F_{t}\right\|_{\mathbb{L}^{2}(\Omega)}\left\|v^{l}\right\|_{\mathbb{L}^{2}(\Omega)}+B\left(T_{e}\right),
\end{aligned}
$$

where the positive constant $B\left(T_{e}\right)$ does not depend on $l$. From the admissibility of the initial data we conclude that the sequence of norms $\left\{\left\|\varepsilon_{t}^{p, l}(0)\right\|_{\mathbb{L}^{2}(\Omega)}\right\}$ is bounded (the sequence $\left\{\left\|T^{)}-\alpha \varepsilon^{p, 0}\right\|_{\mathbb{L}^{2}(\Omega)}\right\}$ is bounded and the operator $\partial I_{\mathcal{K}}$ is maximal monotone). Hence, the sequence $\left\{\mathcal{E}^{l}\left(u_{t}^{l}, \mathcal{E}_{t}^{p, l}\right)(0)\right\}$ is finite and constant. We estimate the boundary norm $\left\|T^{l} n\right\|_{\mathbb{H}^{-1 / 2}(\partial \Omega)}$ using (37). From the Poincare inequality and from the coerciveness of the flow rule we estimate the sequence $\left\{v^{l}\right\}$ in the space $\mathbb{L}^{2}(\Omega)$ in the way similar to the method used in (33) and in (34). Finally, we estimate the boundary norm $\left\|v^{l}\right\|_{\mathbb{H}^{1 / 2}(\partial \Omega)}$ as in (41). Hence, inserting all these estimates into (45) and using the method from the proof of Theorem 4 we end the proof.

## 5. STRONG CONVERGENCE OF STRESSES AND STRAINS

The boundedness of the sequence of strong solutions to system (27) obtained in Theorem 4 implies the existence of a weakly convergent subsequence. In this section we are going to prove that the whole sequence converges strongly.

Theorem 6. Assume that the boundary data, the external forces and the initial data satisfy all requirements from Theorem 3. Moreover, assume that $\left(u^{l}, \varepsilon^{p, l}\right)$ is the strong solution to problem (27) with boundary conditions $(17,18)$ and with initial condition (19). Then $T^{l} \rightarrow T$, and $\varepsilon^{p, l} \rightarrow \varepsilon^{p}$ in the space $\mathbb{C}\left(\left[0, T_{e}\right], \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$.

Proof. This result is crucial in the proof of the main theorem. Let us calculate the time derivative of the limit energy function

$$
\mathcal{E}^{\infty}\left(u, \varepsilon^{p}\right)=\frac{1}{2} \int_{\Omega} \mathcal{D}\left(\varepsilon(u)-\varepsilon^{p}\right) \cdot\left(\varepsilon(u)-\varepsilon^{p}\right) d x+\frac{\alpha}{2} \int_{\Omega}\left\|\varepsilon^{p}\right\|^{2} d x
$$

evaluated on the differences $\left(u^{l}-u^{k}, \varepsilon^{p, l}-\varepsilon^{p, k}\right)$.

$$
\begin{align*}
& \frac{d}{d t} \mathcal{E}^{\infty}\left(u^{l}-u^{k}, \varepsilon^{p, l}-\varepsilon^{p, k}\right)=\int_{\Omega} \mathcal{D}\left(\varepsilon_{t}^{l}-\varepsilon_{t}^{k}-\varepsilon_{t}^{p, l}+\varepsilon_{t}^{p, k}\right) \cdot\left(\varepsilon^{l}-\varepsilon^{k}-\varepsilon^{p, l}+\varepsilon^{p, k}\right) d x \\
&+\alpha \int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot\left(\varepsilon^{p, l}-\varepsilon^{p, k}\right) d x  \tag{46}\\
&= \int_{\Omega}\left(\varepsilon\left(u_{t}^{l}\right)-\varepsilon\left(u_{t}^{k}\right)\right) \cdot\left(T^{l}-T^{k}\right) d x-\int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot\left(T^{l}-T^{k}-\alpha \varepsilon^{p, l}+\alpha \varepsilon^{p, k}\right) d x \\
&= \int_{\Omega}\left(\nabla u_{t}^{l}-\nabla u_{t}^{k}\right) \cdot\left(T^{l}-T^{k}\right) d x-\int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot\left(T^{l}-T^{k}-\alpha^{l} \varepsilon^{p, l}+\alpha^{k} \varepsilon^{p, k}\right) d x \\
&+\left(\alpha-\alpha^{l}\right) \int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot \varepsilon^{p, l} d x+\left(\alpha^{k}-\alpha\right) \int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot \varepsilon^{p, k} d x \\
& \stackrel{\text { df }}{=} I_{1}+I_{2}+I_{3}+I_{4} .
\end{align*}
$$

It is easy to see that $I_{1}=0$ because system (27) is considered under the assumption that boundary data and external forces do not depend on $l$. Moreover, we also see that

$$
\begin{align*}
\left|I_{3}\right|+\left|I_{4}\right| \leq & \left|\alpha^{l}-\alpha\right|\left(\sup _{\left(0, T_{e}\right)}\left[\left(\left\|\varepsilon_{t}^{p, l}\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|\varepsilon_{t}^{p, k}\right\|_{\mathbb{L}^{2}(\Omega)}\right)\left\|\varepsilon^{p, l}\right\|_{\mathbb{L}^{2}(\Omega)}\right]\right. \\
& +\left|\alpha^{k}-\alpha\right|\left(\sup _{\left(0, T_{e}\right)}\left[\left(\left\|\varepsilon_{t}^{p, l}\right\|_{\mathbb{L}^{2}(\Omega)}+\left\|\varepsilon_{t}^{p, k}\right\|_{\mathbb{L}^{2}(\Omega)}\right)\left\|\varepsilon^{p, k}\right\|_{\mathbb{L}^{2}(\Omega)}\right]\right.  \tag{47}\\
\leq & \left(\left|\alpha^{l}-\alpha\right|+\left|\alpha^{k}-\alpha\right|\right) 2\left(\tilde{C}\left(T_{e}\right)+C\left(T_{e}\right)\right),
\end{align*}
$$

where the positive constants $C\left(T_{e}\right), \tilde{C}\left(T_{e}\right)$ are from Theorem 4 and Theorem 5 respectively. Let us denote by $\Pi_{r}$ the orthogonal projector of $\mathcal{S}^{3}$ onto the cylinder $K_{r}=\left\{T \in \mathcal{S}^{3}:|P T| \leq\right.$ $r\}$. We will use this projector in the estimate of $I_{2}$. Let us assume that $C_{K}^{l}>C_{K}^{k}$.

Then

$$
\begin{align*}
&-\int_{\Omega}\left(\varepsilon_{t}^{p, l}-\varepsilon_{t}^{p, k}\right) \cdot\left(T^{l}-T^{k}-\alpha^{l} \varepsilon^{p, l}+\alpha^{k} \varepsilon^{p, k}\right) d x \\
&=-\int_{\Omega} \varepsilon_{t}^{p, l} \cdot\left(T^{l}-T^{k}-\alpha^{l} \varepsilon^{p, l}+\alpha^{k} \varepsilon^{p, k}\right) d x \\
&+\int_{\Omega} \varepsilon_{t}^{p, k} \cdot\left(\Pi_{C_{K}^{k}}\left(T^{l}-\alpha^{l} \varepsilon^{p, l}\right)-T^{k}+\alpha^{k} \varepsilon^{p, k}\right) d x  \tag{48}\\
&+\int_{\Omega} \varepsilon_{t}^{p, k} \cdot\left(T^{l}+\alpha^{l} \varepsilon^{p, l}-\Pi_{C_{K}^{k}}\left(T^{l}-\alpha^{l} \varepsilon^{p, l}\right)\right) d x \\
& \leq\left|C_{K}^{l}-C_{K}^{k}\right|\left\|\varepsilon_{t}^{p, k}\right\|_{\mathbb{L}^{2}(\Omega)}\left\|T^{l}-\alpha^{l} \varepsilon^{p, l}\right\|_{\mathbb{L}^{2}(\Omega)} \leq D\left|C_{K}^{l}-C_{K}^{k}\right|\left(\tilde{C}\left(T_{e}\right)+C\left(T_{e}\right)\right)
\end{align*}
$$

where the positive constant $D$ does not depend on $l$ and $k$. The case $C_{K}^{k}>C_{K}^{l}$ can be considered on the same way and if $C_{K}^{l}=C_{K}^{k}$ then $I_{2} \leq 0$. Inserting (47) and (48) into (46) and using the fact that system (27) is considered with initial data independent of $l$ and $k$ we end the proof.

## 6. PROOF OF THE MAIN THEOREM

From Theorem 6 we have that $u^{l} \rightarrow u$ in the space $\mathbb{C}\left(\left[0, T_{e}\right], \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)$. To end the proof of Theorem 3 it remains to prove that $\left(u, \varepsilon^{p}\right)$ is the strong solution to system (24).

Proof. The boundedness of the time derivatives of the sequence $\left(u^{l}, \varepsilon^{p, l}\right)$ implies that $u_{t}^{l} \stackrel{*}{\rightharpoonup} u_{t}$ in the space $\mathbb{L}^{\infty}\left(\left(0, T_{e}\right), \mathbb{H}^{1}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ and that $\varepsilon_{t}^{p, l} \stackrel{*}{\rightharpoonup} \varepsilon_{t}^{p}$ in the space $\mathbb{L}^{\infty}\left(\left(0, T_{e}\right), \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$. Consequently, the functions $\left(u, \varepsilon^{p}\right)$ have the regularity required by Definition 1. It is easy to see that the limit stress $T$ satisfies the balance of forces $\operatorname{div}_{x} T=-F$ and the linear elastic constitutive relation is also satisfied by $T, \varepsilon(u)$ and $\varepsilon^{p}$. Moreover, since the boundary data and the initial data do not depend on $l$ we immediately obtain that the limit functions satisfy $(17,18)$ and $(19)$. To end the proof we have to show that the limit functions satisfy the MelanPrager flow rule. For all $l$ we have that $\left|P\left(T^{l}-\alpha^{l} \mathcal{\varepsilon}^{p, l}\right)\right| \leq C_{K}^{l}$. From Theorem 6 sequences of stresses and inelastic strains converge strongly in the space $\mathbb{C}\left(\left[0, T_{e}\right], \mathbb{L}^{2}\left(\Omega ; \mathcal{S}^{3}\right)\right)$. Then possibly switching to a subsequence we have also the pointwise convergence for almost all $(x, t) \in \Omega \times\left[0, T_{e}\right]$. Hence, we conclude that $\left|P\left(T-\alpha \varepsilon^{p}\right)\right| \leq C_{K}$. Let us assume that a test stress $S \in \mathcal{K}$. It remains to prove that

$$
\varepsilon_{t}^{p} \cdot\left(S-T+\alpha \varepsilon^{p}\right) \leq 0
$$

for almost $(x, t) \in \Omega \times\left(0, T_{e}\right)$. Let $\varphi: \Omega \times\left(0, T_{e}\right) \rightarrow \mathbb{R}$ be a nonnegative smooth function with compact support. Since $\left(u^{l}, \varepsilon^{p, l}\right)$ is the strong solution to system (27) we have that

$$
\begin{equation*}
\int_{0}^{T_{e}} \int_{\Omega} \varepsilon_{t}^{p, l} \cdot\left(S-T^{l}+\alpha^{l} \varepsilon^{p, l}\right) \varphi d x d \tau \leq 0 \tag{49}
\end{equation*}
$$

Going to the limit as $l \rightarrow \infty$ we obtain (49) for the limit functions and the proof is complete.

## Remark

Using the same methods as presented in this article we can prove that the solution operator to system (24) is also continuous with respect to the external forces, the boundary data and the initial data.
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## 1. INTRODUCTION

Let $M$ be a smooth $2 n$-dimensional manifold, endowed with a nondegenerate, closed 2 -form $\omega$. The 2 -form $\omega$ is called symplectic and the pair $(M, \omega)$ is a symplectic manifold. We introduce the canonical symplectic structure $\dot{\omega}$ on $T M$ using the vector bundle morphism $\beta: T M \ni u \mapsto \omega(u, \cdot) \in T^{*} M$, namely the pullback of the Liouville symplectic form $d \theta$ defined on the cotangent bundle $T^{*} M, \dot{\omega}=\beta^{*} d \theta$. A smooth vector field $X: M \rightarrow T M$ is said to be Hamiltonian if the form $\omega(X, \cdot)$ is exact. A function $H: M \rightarrow \mathbb{R}$ is called Hamiltonian for $X$ if $\omega(X, \cdot)=-d H(\cdot)$. If $X$ is Hamiltonian, then its image $X(M) \subset T M$ is a Lagrangian submanifold of $(T M, \dot{\omega})$ generated by $H$. In local Darboux coordinates, $M \cong \mathbb{R}^{2 n}$, $\omega=\sum_{i=1}^{n} d y_{i} \wedge d x_{i}$, and $\dot{\omega}=\beta^{*} d \theta=\sum_{i=1}^{n}\left(d \dot{y}_{i} \wedge d x_{i}-d \dot{x}_{i} \wedge d y_{i}\right)$, where $(q, \dot{q})=((x, y),(\dot{x}, \dot{y}))$ are coordinates on $T \mathbb{R}^{2 n} \equiv \mathbb{R}^{2 n} \times \mathbb{R}^{2 n}$.

To generalize this notion, we introduce a concept of a Hamiltonian system as a general Lagrangian submanifold $N$ of the symplectic tangent bundle $(T M, \dot{\omega})$. If $\left.\tau\right|_{N}: N \rightarrow M$ is singular, where $\tau$ is tangent bundle projection, we also call $N$ an implicit Hamiltonian system (cf. [12], [7]). Important property of such systems around singularities is their solvability, i.e. existence of smooth local curve $\gamma:(-\varepsilon, \varepsilon) \rightarrow M$ such that its tangent lifting $\dot{\gamma}(t)$ belongs to $N$ around each point of $N$. An immediate necessary condition for solvability
is tangential solvability condition, which is satisfied if $\dot{q} \in d\left(\left.\tau\right|_{N}\right)_{v}\left(T_{v} N\right)$ for each point $v=(q, \dot{q}) \in N$. It is proved (cf. [7]) that, for certain naturally generic implicit Hamiltonian systems, they are solvable if they fulfill this tangential solvability condition. Another generalization following P.A.M. Dirac (cf. [3]) is provided by constrained Lagrangian submanifolds (cf. [11]) as Hamiltonian systems. The generalized Hamiltonian function for such system is a generating family (Morse family) for the corresponding Lagrangian submanifold $L_{h} ; F(x, y, \lambda)=\sum_{i=1}^{k} a_{i}(x, y) \lambda_{i}+h(x, y)$ over the constraint $K$ defined by smooth functions $a_{i}(x, y)=0$. The condition of solvability $\left\{\frac{\partial F}{\partial \lambda_{i}}, F\right\}=0$ for $(x, y, \lambda) \in S \times \mathbb{R}^{2 n}$ defines the section of $L_{h}$ which is tangent to $K$. The general sections of $L_{h}$ give the vector fields which are Hamiltonian on the constrained submanifold.

In this work we concentrate on the vector fields of symplectic space $(M, \omega)$, which are Hamiltonian on a subvariety of $M$. As we do not exclude singularities, our approach is local and we consider mainly germs of subvarieties and germs of vector fields. We find the spaces of vector fields, which are Hamiltonian on symplectic, isotropic and coisotropic submanifolds of $(M, \omega)$ and we provide the classification of Hamiltonian vector fields on singular varieties: planar curves of type $A_{k}, D_{k}, E_{6}, E_{7}, E_{8}$, regular union of three 1-dimensional submanifolds, regular union of two 2-dimensional isotropic submanifolds, and regular union of two 2-dimensional symplectic submanifolds. We use the Mathematica package Exterior Differential Calculus for calculations.

## 2. HAMILTONIAN SYSTEMS ON SUBMANIFOLDS

Let $K$ be a submanifold of $\mathbb{R}^{2 n}$ and $h: K \rightarrow \mathbb{R}$ be a smooth function on $K$. The notion of generalized Hamiltonian system (generalized Hamiltonian dynamics) was introduced by P.A.M. Dirac in [3]. A generalized Hamiltonian system is the following sub-bundle $L_{h}$ of $T \mathbb{R}^{2 n}$ over $K$ (cf. [13]):

$$
\begin{equation*}
L_{h}=\left\{v \in T \mathbb{R}^{2 n}: \omega(v, u)=-d h(u) \quad \forall_{u \in T K}\right\} . \tag{1}
\end{equation*}
$$

It is easy to see that $L_{h}$ is a Lagrangian submanifold of $\left(T \mathbb{R}^{2 n}, \dot{\omega}\right)$.
In local coordinates, the generalized Hamiltonian system (1) can be written, using generating family $F: \mathbb{R}^{2 n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}$, in the following way:

$$
\begin{equation*}
F(x, y, \lambda)=\sum_{\ell=1}^{k} a_{\ell}(x, y) \lambda_{\ell}+H(x, y) \tag{2}
\end{equation*}
$$

where $K$ is defined as a zero-level set of the mapping $a:(x, y) \mapsto\left(a_{1}(x, y), \ldots, a_{k}(x, y)\right)$, $H(x, y)$ is an arbitrary smooth extension of the function $h: K \rightarrow \mathbb{R}$ and $a$ is a maximal rank map-germ.

The generalized Hamiltonian system $L$ is given by an immersion $\phi: C_{F} \rightarrow L \subset\left(T \mathbb{R}^{2 n}, \dot{\omega}\right)$ defined by

$$
\phi(x, y, \lambda)=\left(x, y, \frac{\partial F}{\partial y}(x, y, \lambda),-\frac{\partial F}{\partial x}(x, y, \lambda)\right), \quad(x, y, \lambda) \in C_{F} .
$$

Since $\frac{\partial F}{\partial \lambda_{\ell}}(x, y, \lambda)=a_{\ell}(x, y)$, we have $C_{F}=K \times \mathbb{R}^{k}$. Then $L$ can be described as

$$
L=\phi\left(C_{F}\right)=\left\{\left(x, y, \frac{\partial F}{\partial y}(x, y, \lambda),-\frac{\partial F}{\partial x}(x, y, \lambda)\right) \in T \mathbb{R}^{2 n}:(x, y, \lambda) \in K \times \mathbb{R}^{k}\right\}
$$

$L$ is a skew-conormal bundle to $K$ and its smooth sections are called Hamiltonian systems on $K$ with Hamiltonian $H$. This may be extended to Hamiltonian system on $M$ taking Hamiltonian function

$$
F(x, y)=\sum_{l=1}^{k} \lambda_{l}(x, y) a_{l}(x, y)+H(x, y)
$$

for some smooth functions $\lambda_{l}(x, y)$.
Vector fields, which are Hamiltonian on $K$ are given in the form:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{k} \lambda_{j}(x, y)\left(\frac{\partial a_{j}}{\partial y_{i}}(x, y) \frac{\partial}{\partial x_{i}}-\frac{\partial a_{j}}{\partial x_{i}}(x, y) \frac{\partial}{\partial y_{i}}\right)+\sum_{i=1}^{n}\left(\frac{\partial H}{\partial y_{i}}(x, y) \frac{\partial}{\partial x_{i}}-\frac{\partial H}{\partial x_{i}}(x, y) \frac{\partial}{\partial y_{i}}\right) . \tag{3}
\end{equation*}
$$

If we consider the functions $\lambda_{j}(x, y)$ which are smooth solutions of the system of linear equations (cf. [8]),

$$
\begin{equation*}
\sum_{j=1}^{k}\left\{a_{i}, a_{j}\right\}(x, y) \lambda_{j}=\left\{H, a_{i}\right\}(x, y), \quad i=1, \ldots, k \tag{4}
\end{equation*}
$$

then the vector fields (3) are the logarithmic Hamiltonian vector fields over $K$.

## 3. HAMILTONIAN VECTOR FIELDS ON SINGULAR VARIETIES

Let $(M, \omega)$ be a symplectic manifold. Let $N$ be a subset of $M$.
Definition 1. A smooth vector field $X$ on $M$ is called Hamiltonian on $N$ if there exists a smooth function $H$ on $M$ such that

$$
\begin{equation*}
(X\rfloor \omega)\left.\right|_{x}=-\left.d H\right|_{x}, \text { for every } x \in N . \tag{5}
\end{equation*}
$$

Example 2. Let $\left(\mathbb{R}^{2 n}, \omega_{0}\right)$ be the standard symplectic space. Let $N \subset\left(\mathbb{R}^{2 n}, \omega_{0}\right)$ be the germ of a hypersurface with isolated singularity at 0 . Assume that the ideal of smooth functiongerms vanishing on $N$ is generated by a smooth function-germ $g$ on $\mathbb{R}^{2 n}$. Let $H$ be a smooth function-germ on $\mathbb{R}^{2 n}$ and let $X_{H}$ be a Hamiltonian vector field-germ on $\left(\mathbb{R}^{2 n}, \omega_{0}\right)$ with a Hamiltonian $H$ i.e. $\left.X_{H}\right\rfloor \omega=-d H$. Let $Y$ be a smooth vector field-germ on $\mathbb{R}^{2 n}$. Then the vector field-germ $g Y+X_{H}$ is Hamiltonian on $N$.

A smooth $k$-form $\beta$ on $M$ vanishes on $N$ if $\left.\beta\right|_{x}=0$ for every $x \in N$.
Definition 3. A smooth $k$-form $\alpha$ on $M$ has zero algebraic restriction to $N$ if there exist a smooth $k$-form $\beta$ on $M$ vanishing on $N$ and a smooth $(k-1)$-form $\gamma$ on $M$ vanishing on $N$ such that

$$
\begin{equation*}
\alpha=\beta+d \gamma \tag{6}
\end{equation*}
$$

Let $\mathcal{A}_{0}^{k}(N, M)$ denote the space of smooth $k$-forms with zero algebraic restriction to $N$. Since $d\left(\mathcal{A}_{0}^{k}(N, M)\right) \subset \mathcal{A}_{0}^{k+1}(N, M)$, the complex $\left(\mathcal{A}_{0}^{*}(N, M), d\right)$ is a subcomplex of the de Rham complex on $M$. We denote by $H^{*}(N, M)$ the cohomology groups of the complex $\left(\mathcal{A}_{0}^{*}(N, M), d\right)$.

Proposition 4. A smooth vector field $X$ on $M$ is Hamiltonian on $N$ if and only if there exists a smooth function $H$ on $M$ such that $X\rfloor \omega+d H$ has zero algebraic restriction to $N$.

Proof. Definition 1 is equivalent to the following condition:

$$
\begin{equation*}
X\rfloor \omega+d H=\sum_{i=1}^{k} f_{i} \alpha_{i} \tag{7}
\end{equation*}
$$

where $\alpha_{1}, \cdots, \alpha_{k}$ are smooth 1 -forms on $M, H, f_{1}, \cdots, f_{k}$ are smooth functions on $M$ such that $\left.f_{1}\right|_{N}=\cdots=\left.f_{k}\right|_{N}=0$. But this implies that $\left.X\right\rfloor \omega+d H$ has zero algebraic restriction to $N$.

On the other hand, if there exists a smooth function $H$ on $M$ such that $X\rfloor \omega+d H$ has zero algebraic restriction to $N$, then

$$
\begin{equation*}
X\rfloor \omega+d H=\sum_{i=1}^{k} f_{i} \alpha_{i}+d g \tag{8}
\end{equation*}
$$

where $\alpha_{1}, \cdots, \alpha_{k}$ are smooth 1-forms on $M, H, f_{1}, \cdots, f_{k}, g$ are smooth functions on $M$ such that $\left.f_{1}\right|_{N}=\cdots=\left.f_{k}\right|_{N}=\left.g\right|_{N}=0$. But this can be written in the following way:

$$
\begin{equation*}
X\rfloor \omega+d(H-g)=\sum_{i=1}^{k} f_{i} \alpha_{i}, \tag{9}
\end{equation*}
$$

which implies that $X$ is Hamiltonian on $N$.
The above definition and proposition are the motivation for the following definition of the symplectic vector field on $N$ :

Definition 5. A smooth vector field $X$ on $M$ is called symplectic on $N$ if $\mathcal{L}_{X} \omega$ has zero algebraic restriction to $N$.

It is obvious that a vector field, which is Hamiltonian on $N$, is symplectic on $N$. The inverse implication is not always true. The necessary and sufficient conditions are given in the following proposition:

Proposition 6. The vector field-germ $X$ is Hamiltonian on $N$ if and only if $X$ is symplectic on $N$ and $\mathcal{L}_{X} \omega$ define the zero cohomology class in $H^{2}(N, M)$.
Corollary 7. If $H^{2}(N, M)=\{0\}$, then any symplectic vector field-germ on $N$ is Hamiltonian on $N$.

Definition 8. The germ at 0 of a set $N \subset \mathbb{R}^{m}$ is called quasi-homogeneous if there exist a local coordinate system $x_{1}, \ldots, x_{m}$ and positive numbers $\lambda_{1}, \ldots, \lambda_{m}$ such that the following holds: if a point with coordinates $x_{i}=a_{i}$ belongs to $N$, then for any $t \in[0,1]$ the point with coordinates $x_{i}=t^{\lambda_{i}} a_{i}$ also belongs to $N$.

It was proved that if $N$ is quasi-homogeneous, then $H^{k}(N, M)=\{0\}$ for $k>0$. (e.g. see [4]). It implies the following proposition:
Proposition 9. If $N$ is quasi-homogeneous, then any symplectic vector field-germ on $N$ is Hamiltonian on $N$.

## 4. GERMS OF HAMILTONIAN VECTOR FIELDS ON SMOOTH SUBMANIFOLDS

If $S$ is a smooth submanifold of $M$, then a smooth $k$-form $\alpha$ on $M$ has zero algebraic restriction to $M$ if and only if the pullback of $\alpha$ to $M$ vanishes. Thus, we obtain the following result:

Corollary 10. Let $S$ be a smooth submanifold of $M$. Let $\imath: S \hookrightarrow M$ be an embedding of $S$. $A$ smooth vector field $X$ on $M$ is Hamiltonian on $S$ if and only if there exists a smooth function $H$ on $M$ such that

$$
\begin{equation*}
\left.\imath^{*}(X\rfloor \omega\right)=d(H \circ \imath) . \tag{10}
\end{equation*}
$$

Thus, by the above corollary we obtain the following:

$$
\begin{equation*}
\omega(X(x), v)=-d H(v), \text { for every } x \in S, \text { and for every } v \in T_{x} S \tag{11}
\end{equation*}
$$

It means that if the vector field $X$ is Hamiltonian on a smooth submanifold $S$ of $M$, then $X$ is a section of the bundle $L$.

By Poincare Lemma and Corollary 10 we have
Proposition 11. Let $S$ be a smooth submanifold of $M$. Let $\imath: S \hookrightarrow M$ be an embedding of $S$. $A$ smooth vector field $X$ on $M$ is Hamiltonian on $S$ if and only if $\left.d\left(\imath^{*}(X\rfloor \omega\right)\right)=0$.

### 4.1. SYMPLECTIC SUBMANIFOLDS

Let $S$ be the germ of a symplectic submanifold of dimension $2 k$ of the symplectic manifold ( $\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}$ ). Then, by the Darboux-Givental Theorem (see [1]), $S$ is symplectomorphic to

$$
S_{0}=\left\{(x, y) \in \mathbb{R}^{2 n} \mid x_{i}=y_{i}=0 \text { for } i=k+1, \cdots, n\right\} .
$$

If $(\tilde{x}, \tilde{y})=\left(x_{1}, \cdots, x_{k}, y_{1}, \cdots, y_{k}\right)$ and $\imath: S \ni(\tilde{x}, \tilde{y}) \mapsto(\tilde{x}, 0, \tilde{y}, 0) \in \mathbb{R}^{2 n}$, then a smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}(x, y) \frac{\partial}{\partial x_{i}}+g_{i}(x, y) \frac{\partial}{\partial y_{i}}
$$

at 0 on $\mathbb{R}^{2 n}$ is Hamiltonian on $S_{0}$ if $d\left(\imath^{*}(X\rfloor \omega\right)=0$.
It implies that $d\left(\sum_{i=1}^{k} f_{i}(\tilde{x}, 0, \tilde{y}, 0) d y_{i}-g_{i}(\tilde{x}, 0, \tilde{y}, 0) d x_{i}\right)=0$. Thus, the vector field-germ

$$
\left.\left.\tilde{X}=\sum_{i=1}^{k} f_{i}(\tilde{x}, 0, \tilde{y}, 0)\right) \frac{\partial}{\partial x_{i}}+g_{i}(\tilde{x}, 0, \tilde{y}, 0)\right) \frac{\partial}{\partial y_{i}}
$$

on $S_{0}$ is Hamiltonian on a symplectic manifold $\left(S_{0}, \iota^{*} \omega=\sum_{i=1}^{k} d x_{i} \wedge d y_{i}\right)$. Let us notice that $\left.\tilde{X}\right|_{\pi(x, y)}=\pi_{*}\left(\left.X\right|_{(x, y)}\right)$, where $\pi: \mathbb{R}^{2 n} \ni(x, y) \mapsto(\tilde{x}, \tilde{y}) \in S_{0}$. Since $\pi \circ \imath=I d_{S_{0}}$, we obtain the following proposition:

Proposition 12. A smooth vector field-germ $X$ on $\left(\mathbb{R}^{2 n}, \omega\right)$ is Hamiltonian on the symplectic submanifold-germ $S_{0}$, if the vector field-germ $\pi_{*}(X \circ \imath)$ on $S_{0}$ is Hamiltonian on the symplectic manifold $\left(S_{0}, \iota^{*} \omega\right)$.

### 4.2. COISOTROPIC SUBMANIFOLDS

Let $C$ be the germ of a coisotropic submanifold of codimension $k$ of the symplectic manifold ( $\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}$ ). Then, by the Darboux-Givental Theorem (see [1]), $C$ is symplectomorphic to

$$
C_{0}=\left\{(x, y) \in \mathbb{R}^{2 n} \mid x_{i}=0 \text { for } i=1, \cdots, k\right\} .
$$

If $\tilde{x}=\left(x_{k+1}, \cdots, x_{n}\right)$ and $\imath: C_{0} \ni(\tilde{x}, y) \mapsto(0, \tilde{x}, y) \in \mathbb{R}^{2 n}$, then a smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}(x, y) \frac{\partial}{\partial x_{i}}+g_{i}(x, y) \frac{\partial}{\partial y_{i}}
$$

at 0 on $\mathbb{R}^{2 n}$ is Hamiltonian on $C_{0}$ if $d\left(\imath^{*}(X\rfloor \omega\right)=0$. It implies that the 1-form-germ

$$
\left.\imath^{*}(X\rfloor \omega\right)=\sum_{i=1}^{n} f_{i}(0, \tilde{x}, y) d y_{i}-\sum_{i=k+n}^{k} g_{i}(0, \tilde{x}, y) d x_{i}
$$

on $C_{0}$ is exact. Hence, there exists a smooth function-germ on $C_{0}$ such that $g_{i}(0, \tilde{x}, y)=$ $-\frac{\partial h}{\partial x_{i}}(\tilde{x}, y)$ for $i=k+1, \cdots, n$ and $f_{i}(0, \tilde{x}, y)=\frac{\partial h}{\partial y_{i}}(\tilde{x}, y)$ for $i=1, \cdots, n$. Thus, we obtain the following proposition:

Proposition 13. A smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}(x, y) \frac{\partial}{\partial x_{i}}+g_{i}(x, y) \frac{\partial}{\partial y_{i}}
$$

on $\left(\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}\right)$ is Hamiltonian on the coisotropic submanifold-germ

$$
C_{0}=\left\{(x, y) \in \mathbb{R}^{2 n} \mid x_{i}=0 \text { for } i=1, \cdots, k\right\},
$$

if there exists a smooth function germ $h$ on $C_{0}$ such that $g_{i}(0, \tilde{x}, y)=-\frac{\partial h}{\partial x_{i}}(\tilde{x}, y)$ for $i=k+1, \cdots, n$ and $f_{i}(0, \tilde{x}, y)=\frac{\partial h}{\partial y_{i}}(\tilde{x}, y)$ for $i=1, \cdots, n$.

### 4.3. ISOTROPIC SUBMANIFOLDS

Let $I$ be the germ of an isotropic submanifold of dimension $k$ of the symplectic manifold $\left(\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}\right)$. Then, by the Darboux-Givental Theorem (see [1]), $I$ is symplectomorphic to

$$
I_{0}=\left\{(x, y) \in \mathbb{R}^{2 n} \mid y=0, x_{i}=0 \text { for } i=k+1, \cdots, n\right\}
$$

If $\tilde{x}=\left(x_{1}, \cdots, x_{k}\right)$ and $\imath: I_{0} \ni \tilde{x} \mapsto(\tilde{x}, 0) \in \mathbb{R}^{2 n}$, then a smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}(x, y) \frac{\partial}{\partial x_{i}}+g_{i}(x, y) \frac{\partial}{\partial y_{i}}
$$

at 0 on $\mathbb{R}^{2 n}$ is Hamiltonian on $I_{0}$ if $d\left(\imath^{*}(X\rfloor \omega\right)=0$. It implies that the 1 -form-germ

$$
\left.\iota^{*}(X\rfloor \omega\right)=-\sum_{i=1}^{k} g_{i}(\tilde{x}, 0) d x_{i}
$$

on $I_{0}$ is exact. Hence, there exists a smooth function-germ on $I_{0}$ such that $g_{i}(\tilde{x}, 0)=\frac{\partial h}{\partial x_{i}}(\tilde{x})$ for $i=1, \cdots, k$. Thus, we obtain the following proposition:

Proposition 14. A smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}(x, y) \frac{\partial}{\partial x_{i}}+g_{i}(x, y) \frac{\partial}{\partial y_{i}}
$$

on $\left(\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d x_{i} \wedge d y_{i}\right)$ is Hamiltonian on the isotropic submanifold

$$
I_{0}=\left\{(x, y) \in \mathbb{R}^{2 n} \mid y=0, x_{i}=0 \text { for } i=k+1, \cdots, n\right\}
$$

if there exists a smooth function-germ $h$ on $I_{0}$ such that $g_{i}(\tilde{x}, 0)=\frac{\partial h}{\partial x_{i}}(\tilde{x})$ for $i=1, \cdots, k$.

In particular by Proposition 11 we obtain
Corollary 15. If C is a regular curve (1-dimensional smooth submanifold), then any smooth vector field-germ on $\mathbb{R}^{2 n}$ is Hamiltonian.

Proof. Any smooth 1-form on $C$ is closed.

## 5. GERMS OF HAMILTONIAN VECTOR FIELDS ON SINGULAR CURVES

In this section we describe germs of Hamiltonian vector fields on singular curves at a singular point. By Corollary 15 any smooth vector field-germ is Hamiltonian on a regular curve.

## PLANAR CURVES OF TYPES $A_{K}, D_{K}, E_{6}, E_{7}, E_{8}$

A planar curve in the symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$ is a curve which is embedded in a smooth 2-dimensional submanifold $S$ of $\left(\mathbb{R}^{2 n}, \omega\right)$. Let $t: S \hookrightarrow \mathbb{R}^{2 n}$ be an embedding of $S$.

We assume that the germ of the curve is locally diffeomorphic to $N=\left\{x \in \mathbb{R}^{2 n} \mid G\left(x_{1}, x_{2}\right)=\right.$ $\left.x_{\geq 3}=0\right\}$, where $G$ has the following properties:

1. $G(0,0)=0, d G(0,0)=0$,
2. the ideal of smooth function-germs on $\mathbb{R}^{2}$ vanishing on $\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid G\left(x_{1}, x_{2}\right)=0\right\}$ is generated by $G$.
3. $G$ is quasi-homogeneous polynomial.

Then, we can take locally $S=\left\{x \in \mathbb{R}^{2 n} \mid x_{\geq 3}=0\right\}$ and $t\left(x_{3}, \cdots, x_{2 n}\right)=\left(0,0, x_{3}, \cdots, x_{2 n}\right)$. A smooth vector field-germ on $\left(\mathbb{R}^{2 n}, \omega\right)$ is Hamiltonian on $N$ if and only if $\left.d\left(\imath^{*}(X\rfloor \omega\right)\right)=$ $d\left(G\left(x_{1}, x_{2}\right) \alpha\right)$ for some smooth 1-form-germ $\alpha$ on $\mathbb{R}^{2}$.

By Theorem 4.11 in [5] any curve-germ in the symplectic space $\left(\mathbb{R}^{2 n}, \omega_{0}=\sum_{i=0}^{n} d p_{i} \wedge\right.$ $\left.d q_{i}\right), n \geq 2$, which is diffeomorphic to the curve-germ at $0\left\{x \in \mathbb{R}^{2 n} \mid G\left(x_{1}, x_{2}\right)=x_{\geq 3}=0\right\}$ for smooth function-germs $G$ in Tab. 1 is symplectomorphic to one and only one of the following curve-germs:

$$
\begin{equation*}
N^{i}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid G\left(p_{1}, p_{2}\right)=q_{1}-\int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t=q \geq 2=p_{\geq 3}=0\right\} \subset\left(\mathbb{R}^{2 n}, \omega_{0}\right) \tag{12}
\end{equation*}
$$

for $i=0, \cdots, \mu$, where smooth function-germs $F_{i}$ are presented in Tab. 1 .

Table 1
Classification of the algebraic restrictions to $A_{k}, D_{k}, E_{6}, E_{7}, E_{8}$

| $G\left(x_{1}, x_{2}\right)$ | $F_{i}\left(x_{1}, x_{2}\right), i=0,1, \ldots, \mu$ |
| :--- | :--- |
| $A_{k}: x_{1}^{k+1}-x_{2}^{2}$ | $F_{0}=1$ |
|  | $F_{i}=x_{1}^{i}, i=1, \ldots, k-1$ |
|  | $F_{k}=0$ |
|  |  |
| $D_{k}: x_{1}^{2} x_{2}-x_{2}^{k-1}$ | $F_{0}=1$ |
| $k \geq 4$ | $F_{i}=b x_{1}+x_{2}^{i}, i=1, \ldots, k-4$ |
|  | $F_{k-3}=( \pm 1)^{k} x_{1}+b x_{2}^{k-3}$, |
|  | $F_{k-2}=x_{2}^{k-3}, F_{k-1}=x_{2}^{k-2}, F_{k}=0$ |
|  | $F_{0}=1, F_{1}= \pm x_{2}+b x_{1}, F_{2}=x_{1}+b x_{2}^{2}$, |
| $E_{6}: x_{1}^{3}-x_{2}^{4}$ | $F_{3}=x_{2}^{2}+b x_{1} x_{2}, F_{4}= \pm x_{1} x_{2}, F_{5}=x_{1} x_{2}^{2}, F_{6}=0$ |
|  | $F_{0}=1, F_{1}=x_{2}+b x_{1}, F_{2}= \pm x_{1}+b x_{2}^{2}$, |
| $E_{7}: x_{1}^{3}-x_{1} x_{2}^{3}$ | $F_{3}=x_{2}^{2}+b x_{1} x_{2}, F_{4}= \pm x_{1} x_{2}+b x_{2}^{3}$, |
|  | $F_{5}=x_{2}^{3}, F_{6}=x_{2}^{4}, F_{7}=0$ |
|  | $F_{0}= \pm 1, F_{1}=x_{2}+b x_{1}, F_{2}=x_{1}+b_{1} x_{2}^{2}+b_{2} x_{2}^{3}$ |
| $E_{8}: x_{1}^{3}-x_{2}^{5}$ | $F_{3}= \pm x_{2}^{2}+b x_{1} x_{2}, F_{4}= \pm x_{1} x_{2}+b x_{2}^{3}$, |
| $F_{5}=x_{2}^{3}+b x_{1} x_{2}^{2}, F_{6}=x_{1} x_{2}^{2}, F_{7}= \pm x_{1} x_{2}^{3}, F_{8}=0$ |  |

Let $\imath: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2 n}$ be the following map-germ: $\imath\left(p_{1}, p_{2}\right)=\left(p_{1}, \int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t, p_{2}, 0\right)$. A smooth vector field-germ

$$
X=\sum_{i=1}^{n} f_{i}\left(p_{1}, q_{1}, \cdots, p_{n}, q_{n}\right) \frac{\partial}{\partial p_{i}}+g_{i}\left(p_{1}, q_{1}, \cdots, p_{n}, q_{n}\right) \frac{\partial}{\partial q_{i}}
$$

on $\left(\mathbb{R}^{2 n}, \omega_{0}=\sum_{i=1}^{n} d p_{i} \wedge d q_{i}\right)$ is Hamiltonian on $N^{i}$ if a smooth 2-form-germ at 0 on $\mathbb{R}^{2}$

$$
\sigma=r\left(p_{1}, p_{2}\right) d p_{1} \wedge d p_{2}=d\left(\left(f_{1} \circ \imath\right) d\left(\int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t\right)-\left(g_{1} \circ \imath\right) d p_{1}-\left(g_{2} \circ \imath\right) d p_{2}\right)
$$

has zero algebraic restriction to $\left\{\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2} \mid G\left(p_{1}, p_{2}\right)=0\right\}$.
By the direct calculation we obtain that

$$
\begin{gather*}
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, \int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t, p_{2}, 0\right)  \tag{13}\\
+F_{i}\left(p_{1}, p_{2}\right)\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, \int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t, p_{2}, 0\right) \\
-\int_{0}^{p_{2}} \frac{\partial F_{i}}{\partial p_{1}}\left(p_{1}, t\right) d t\left(\frac{\partial f_{1}}{\partial p_{2}}+\frac{\partial g_{2}}{\partial q_{1}}\right)\left(p_{1}, \int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t, p_{2}, 0\right)
\end{gather*}
$$

If $G$ is quasi-homogeneous, then a smooth 2 -form $r\left(p_{1}, p_{2}\right) d p_{1} \wedge d p_{2}$ has zero algebraic restriction to $\left\{\left(p_{1}, p_{2}\right) \in \mathbb{R}^{2} \mid G\left(p_{1}, p_{2}\right)=0\right\}$ if and only if $r$ belongs to the ideal $<\nabla G>$ generated by $\frac{\partial G}{\partial p_{1}}\left(p_{1}, p_{2}\right), \frac{\partial G}{\partial p_{2}}\left(p_{1}, p_{2}\right)$ (see [5]).

Thus, we obtain the following proposition:

Proposition 16. A smooth vector field-germ

$$
X=\sum_{j=1}^{n} f_{j}(p, q) \frac{\partial}{\partial p_{j}}+g_{j}(p, q) \frac{\partial}{\partial q_{j}}
$$

is Hamiltonian on

$$
N^{i}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid G\left(p_{1}, p_{2}\right)=q_{1}-\int_{0}^{p_{2}} F_{i}\left(p_{1}, t\right) d t=q_{\geq 2}=p_{\geq 3}=0\right\} \subset\left(\mathbb{R}^{2 n}, \omega_{0}\right)
$$

where $G$ and $F_{i}$ are presented in Tab. 1, if and only if the function-germ $r$ given by (13) belongs to the ideal $\langle\nabla G>$.

### 5.1. PLANAR CURVES OF TYPES $A_{K}^{I}$

By Proposition 16 we obtain the following:
Proposition 17. Let us fix $k \in \mathbb{N}$ and $i=0,1, \cdots, k$. A smooth vector field-germ

$$
X=\sum_{j=1}^{n} f_{j}(p, q) \frac{\partial}{\partial p_{j}}+g_{j}(p, q) \frac{\partial}{\partial q_{j}}
$$

on $\left(\mathbb{R}^{2 n}, \omega_{0}=\sum_{j=1}^{n} d p_{j} \wedge d q_{j}\right)$ is Hamiltonian on

$$
A_{k}^{i}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid p_{1}^{k+1}-p_{2}^{2}=q_{1}-p_{1}^{i} p_{2}=q_{\geq 2}=p_{\geq 3}=0\right\}(i=0,1, \cdots, k-1)
$$

or on

$$
A_{k}^{k}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid p_{1}^{k+1}-p_{2}^{2}=q \geq 1=p_{\geq 3}=0\right\}
$$

if and only if the following conditions are satisfied:

$$
\begin{gathered}
\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)=\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0) \text { for } j=0, \cdots, i-1, \\
\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)=\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0)-\frac{j!}{(j-i)!}\left(\frac{\partial^{j-i+1} f_{1}}{\partial p_{1}^{j-i+1}}(0)+\frac{\partial^{j-i+1} g_{2}}{\partial p_{1}^{j-i} \partial q_{1}}(0)\right) \text { for } j=i, \cdots, k-1
\end{gathered}
$$

Proof. For a planar curve of type $A_{k}^{i}(k \geq 1, i=0, \cdots, k)$, we have that $G\left(p_{1}, p_{2}\right)=p_{1}^{k+1}-p_{2}^{2}$ and $F_{i}\left(p_{1}, p_{2}\right)=p_{1}^{i}$ for $i=0, \cdots, k-1$ and $F_{k}\left(p_{1}, p_{2}\right)=0($ see Tab. 1).

For $A_{k}^{0}$ singularity we have

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}+\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, p_{2}, p_{2}, 0\right)
$$

For $A_{k}^{i}$ singularity $i=1, \cdots, k-1$ the function-germ $r$ has the following form:

$$
\begin{align*}
& r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, p_{1}^{i} p_{2}, p_{2}, 0\right)  \tag{14}\\
& \quad+p_{1}^{i}\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, p_{1}^{i} p_{2}, p_{2}, 0\right) \\
& -i p_{1}^{i-1} p_{2}\left(\frac{\partial f_{1}}{\partial p_{2}}+\frac{\partial g_{2}}{\partial q_{1}}\right)\left(p_{1}, p_{1}^{i} p_{2}, p_{2}, 0\right)
\end{align*}
$$

For $A_{k}^{k}$ singularity we get $F_{k}\left(p_{1}, p_{2}\right)=0$ and

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, 0, p_{2}, 0\right)
$$

Since $<\nabla G>=<p_{1}^{k}, p_{2}>$, it is easy to see that $\mathcal{O}_{2} /<\nabla G>\cong \mathbb{R}\left\{1, p_{1}, \cdots, p_{1}^{k-1}\right\}$. The function-germ $r$ belongs to $<\nabla G>$ if and only if $\frac{\partial^{j} r}{\partial p_{1}^{j}}(0,0)=0$ for $j=0,1, \cdots, k-1$. By a direct calculation we get that for $j=0, \cdots, i-1$

$$
\frac{\partial^{j} r}{\partial p_{1}^{j}}(0,0)=\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)-\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0),
$$

and for $j=i, \cdots, k-1$

$$
\frac{\partial^{j} r}{\partial p_{1}^{j}}(0,0)=\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)-\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0)+\frac{j!}{(j-i)!}\left(\frac{\partial^{j-i+1} f_{1}}{\partial p_{1}^{j-i+1}}(0)+\frac{\partial^{j-i+1} g_{2}}{\partial p_{1}^{j-i} \partial q_{1}}(0)\right) .
$$

### 5.2. PLANAR CURVES OF TYPES $D_{K}^{I}$

For a planar curve of type $D_{k}^{i}(k \geq 4, i=0, \cdots, k)$ we have that $G\left(p_{1}, p_{2}\right)=p_{1}^{2} p_{2}-p_{2}^{k-1}$. Then it is easy to see that $\left.\langle\nabla G\rangle=<p_{1} p_{2}, p_{1}^{2}-(k-1) p_{2}^{k-2}\right\rangle$ and

$$
\mathcal{O}_{2} /<\nabla G>\cong \mathbb{R}\left\{1, p_{2}, \cdots, p_{2}^{k-2}, p_{1}\right\} .
$$

For $D_{k}^{0}$ singularity we get $F_{0}\left(p_{1}, p_{2}\right)=1$ and

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}+\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, p_{2}, p_{2}, 0\right)
$$

For $D_{k}^{i}$ singularity $i=1, \cdots, k-4$ we get $F_{i}\left(p_{1}, p_{2}\right)=b p_{1}+p_{2}^{i}$ and

$$
\begin{align*}
& r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, b p_{1} p_{2}+\frac{p_{2}^{i+1}}{i+1}, p_{2}, 0\right)  \tag{15}\\
& +\left(b p_{1}+p_{2}^{i}\right)\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, b p_{1} p_{2}+\frac{p_{2}^{i+1}}{i+1}, p_{2}, 0\right) \\
& \quad-b p_{2}\left(\frac{\partial f_{1}}{\partial p_{2}}+\frac{\partial g_{2}}{\partial q_{1}}\right)\left(p_{1}, b p_{1} p_{2}+\frac{p_{2}^{i+1}}{i+1}, p_{2}, 0\right) .
\end{align*}
$$

For $D_{k}^{k-3}$ singularity we have $F_{k-3}\left(p_{1}, p_{2}\right)=( \pm 1)^{k} p_{1}+b p_{2}^{k-3}$ and

$$
\begin{gather*}
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1},( \pm 1)^{k} p_{1} p_{2}+b \frac{p_{2}^{k-2}}{k-2}, p_{2}, 0\right)  \tag{16}\\
+\left(( \pm 1)^{k} p_{1}+b p_{2}^{k-3}\right)\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1},( \pm 1)^{k} p_{1} p_{2}+b \frac{p_{2}^{k-2}}{k-2}, p_{2}, 0\right) \\
-( \pm 1)^{k} p_{2}\left(\frac{\partial f_{1}}{\partial p_{2}}+\frac{\partial g_{2}}{\partial q_{1}}\right)\left(p_{1},( \pm 1)^{k} p_{1} p_{2}+b \frac{p_{2}^{k-2}}{k-2}, p_{2}, 0\right) .
\end{gather*}
$$

For $D_{k}^{k-2}$ singularity we get $F_{k-2}\left(p_{1}, p_{2}\right)=p_{2}^{k-3}$ and

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, \frac{p_{2}^{k-2}}{k-2}, p_{2}, 0\right)+p_{2}^{k-3}\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, \frac{p_{2}^{k-2}}{k-2}, p_{2}, 0\right) .
$$

For $D_{k}^{k-1}$ singularity we get $F_{k-2}\left(p_{1}, p_{2}\right)=p_{2}^{k-2}$ and

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, \frac{p_{2}^{k-1}}{k-1}, p_{2}, 0\right)+p_{2}^{k-2}\left(\frac{\partial f_{1}}{\partial p_{1}}+\frac{\partial g_{1}}{\partial q_{1}}\right)\left(p_{1}, \frac{p_{2}^{k-1}}{k-1}, p_{2}, 0\right)
$$

For $D_{k}^{k}$ singularity we get $F_{k}\left(p_{1}, p_{2}\right)=0$ and

$$
r\left(p_{1}, p_{2}\right)=\left(\frac{\partial g_{1}}{\partial p_{2}}-\frac{\partial g_{2}}{\partial p_{1}}\right)\left(p_{1}, 0, p_{2}, 0\right)
$$

The function-germ $r$ belongs to $<\nabla G>=<p_{1} p_{2}, p_{1}^{2}-(k-1) p_{2}^{k-2}>$ if and only if

$$
\begin{equation*}
\frac{\partial^{j} r}{\partial p_{2}^{j}}(0,0)=\frac{\partial r}{\partial p_{1}}(0,0)=0 \text { for } j=0,1, \cdots, k-3 \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} r}{\partial p_{1}^{2}}(0,0)=\frac{2}{(k-1)!} \frac{\partial^{k-2} r}{\partial p_{2}^{k-2}}(0,0) \tag{18}
\end{equation*}
$$

For general $k$ conditions (17)-(18) are rather complicated in terms of partial derivatives of coefficient functions $f_{1}, g_{1}, g_{2}$ at 0 . Therefore, we will present them only for $D_{4}^{i}$ singularities for $i=0,1, \cdots, 4$.

Let $X=\sum_{j=1}^{n} f_{j}(p, q) \frac{\partial}{\partial p_{j}}+g_{j}(p, q) \frac{\partial}{\partial q_{j}}$ be the smooth vector field-germ on $\left(\mathbb{R}^{2 n}, \omega_{0}=\right.$ $\left.\sum_{j=1}^{n} d p_{j} \wedge d q_{j}\right)$. By a direct calculation Proposition 16 implies the following:

The vector field-germ $X$ is Hamiltonian on

$$
D_{4}^{0}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid p_{1}^{2} p_{2}-p_{2}^{3}=q_{1}-p_{2}=q \geq 2=p_{\geq 3}=0\right\}
$$

if and only if the following conditions are satisfied:

$$
\begin{gathered}
\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0)=\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)+\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial q_{1}}(0)+\frac{\partial^{j+1} f_{1}}{\partial p_{1}^{j+1}}(0) \text { for } j=0,1, \\
\frac{\partial^{2} g_{1}}{\partial p_{2}^{2}}(0)+2 \frac{\partial^{2} g_{1}}{\partial q_{1} \partial p_{2}}(0)+\frac{\partial^{2} g_{1}}{\partial q_{1}^{2}}(0)+\frac{\partial^{2} f_{1}}{\partial p_{1} \partial p_{2}}(0) \\
-\frac{\partial^{2} g_{2}}{\partial p_{1} \partial p_{2}}(0)+\frac{\partial^{2} f_{1}}{\partial p_{1} \partial q_{1}}(0)-\frac{\partial^{2} g_{2}}{\partial p_{1} \partial q_{1}}(0)=0, \\
\left.=\frac{\partial^{3} g_{1}}{\partial p_{2}^{3}}(0)+3 \frac{\partial^{3} g_{1}}{\partial q_{1} \partial p_{2}^{2}}(0)+3 \frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial p_{2}}(0)+\frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial q_{1}}(0)+\frac{\partial^{3} f_{1}}{\partial p_{1}^{3}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1}^{3}}(0)\right) \\
+2 \frac{\partial^{3} g_{1}}{\partial q_{1}^{3}}(0)+\frac{\partial^{3} f_{1}}{\partial p_{1} \partial p_{2}^{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial p_{2}^{2}}(0)-2 \frac{\partial^{3} g_{2}}{\partial p_{1} \partial q_{1} \partial p_{2}}(0)+\frac{\partial^{3} f_{1}}{\partial p_{1} \partial q_{1}^{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial q_{1}^{2}}(0) .
\end{gathered}
$$

The vector field-germ $X$ is Hamiltonian on

$$
D_{4}^{1}=\left\{(p, q) \in \mathbb{R}^{2 n} \left\lvert\, p_{1}^{2} p_{2}-p_{2}^{3}=q_{1}-p_{1} p_{2}-b \frac{p_{2}^{2}}{2}=q_{\geq 2}=p_{\geq 3}=0\right.\right\}
$$

if and only if the following conditions are satisfied:

$$
\begin{gathered}
\frac{\partial g_{1}}{\partial p_{2}}(0)=\frac{\partial g_{2}}{\partial p_{1}}(0), \\
\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)+\frac{\partial^{2} g_{1}}{\partial p_{1} \partial p_{2}}(0)-\frac{\partial^{2} g_{2}}{\partial p_{1}^{2}}(0)=0, \\
-\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial^{2} g_{1}}{\partial p_{2}^{2}}(0)-\frac{\partial g_{2}}{\partial q_{1}}(0)+b\left(\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)\right)-\frac{\partial^{2} g_{2}}{\partial p_{1} \partial p_{2}}(0)=0, \\
6\left(\frac{\partial^{2} g_{1}}{\partial p_{1} \partial q_{1}}(0)+\frac{\partial^{2} f_{1}}{\partial p_{1}^{2}}(0)\right)+3\left(\frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial p_{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1}^{3}}(0)\right) \\
=\frac{\partial^{3} g_{1}}{\partial p_{2}^{3}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial p_{2}^{2}}(0)-2\left(\frac{\partial^{2} f_{1}}{\partial p_{2}^{2}}(0)+\frac{\partial^{2} g_{2}}{\partial q_{1} \partial p_{2}}(0)\right) \\
+b\left(3 \frac{\partial^{2} g_{1}}{\partial p_{1} \partial p_{2}}(0)+2 \frac{\partial^{2} f_{1}}{\partial p_{1} \partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}} \partial q_{1}(0)\right) .
\end{gathered}
$$

The vector field-germ $X$ is Hamiltonian on

$$
D_{4}^{2}=\left\{(p, q) \in \mathbb{R}^{2 n} \left\lvert\, p_{1}^{2} p_{2}-p_{2}^{3}=q_{1}-\frac{p_{2}^{2}}{2}=q_{\geq 2}=p_{\geq 3}=0\right.\right\}
$$

if and only if the following conditions are satisfied:

$$
\begin{gathered}
\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)=\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0) \text { for } j=0,1 \\
\frac{\partial^{2} g_{1}}{\partial p_{2}^{2}}(0)+\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)-\frac{\partial^{2} g_{2}}{\partial p_{1} \partial p_{2}}(0)=0, \\
3\left(\frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial p_{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1}^{3}}(0)\right)= \\
\frac{\partial^{3} g_{1}}{\partial p_{2}^{3}}(0)+\frac{\partial^{2} g_{1}}{\partial q_{1} \partial p_{2}}(0)+2\left(\frac{\partial^{2} g_{1}}{\partial q_{1} \partial p_{2}}(0)+\frac{\partial^{2} f_{1}}{\partial p_{1} \partial p_{2}}(0)\right)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial p_{2}^{2}}(0)-\frac{\partial^{2} g_{2}}{\partial p_{1} \partial q_{1}}(0) .
\end{gathered}
$$

The vector field-germ $X$ is Hamiltonian on

$$
D_{4}^{3}=\left\{(p, q) \in \mathbb{R}^{2 n} \left\lvert\, p_{1}^{2} p_{2}-p_{2}^{3}=q_{1}-\frac{p_{2}^{3}}{3}=q_{\geq 2}=p_{\geq 3}=0\right.\right\}
$$

if and only if the following conditions are satisfied:

$$
\begin{gathered}
\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)=\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0) \text { for } j=0,1, \\
\frac{\partial^{2} g_{1}}{\partial p_{2}^{2}}(0)=\frac{\partial^{2} g_{2}}{\partial p_{1} \partial p_{2}}(0), \\
3\left(\frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial p_{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1}^{3}}(0)\right)=\frac{\partial^{3} g_{1}}{\partial p_{2}^{3}}(0)+2\left(\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)\right)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial p_{2}^{2}}(0) .
\end{gathered}
$$

The vector field-germ $X$ is Hamiltonian on

$$
D_{4}^{4}=\left\{(p, q) \in \mathbb{R}^{2 n} \mid p_{1}^{2} p_{2}-p_{2}^{3}=q_{\geq 1}=p_{\geq 3}=0\right\}
$$

if and only if the following conditions are satisfied:

$$
\frac{\partial^{j+1} g_{1}}{\partial p_{1}^{j} \partial p_{2}}(0)=\frac{\partial^{j+1} g_{2}}{\partial p_{1}^{j+1}}(0) \text { for } j=0,1
$$

$$
\begin{gathered}
\frac{\partial^{2} g_{1}}{\partial p_{2}^{2}}(0)=\frac{\partial^{2} g_{2}}{\partial p_{1} \partial p_{2}}(0), \\
3\left(\frac{\partial^{3} g_{1}}{\partial p_{1}^{2} \partial p_{2}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1}^{3}}(0)\right)=\frac{\partial^{3} g_{1}}{\partial p_{2}^{3}}(0)-\frac{\partial^{3} g_{2}}{\partial p_{1} \partial p_{2}^{2}}(0) .
\end{gathered}
$$

In the same way by Proposition 16 one can obtain the necessary and sufficient conditions for the vector field-germ $X$ to be Hamiltonian on planar curves with $E_{k}^{i}$ singularities for $k=6,7,8$ and $i=0,1, \cdots, k$ (see Tab. 1). Please notice that for $E_{k}^{i}$ singularity there are $k$ independent conditions, therefore we do not present them.

## 6. GERMS OF HAMILTONIAN VECTOR FIELDS ON REGULAR UNION SINGULARITIES.

A regular union singularity $N$ at 0 in $\mathbb{R}^{2 n}$ is the union

$$
\begin{equation*}
N=N_{1} \cup \cdots \cup N_{s}, s \geq 2 \tag{19}
\end{equation*}
$$

of germs at 0 of smooth submanifolds $N_{1}, \cdots, N_{s}$ of $\mathbb{R}^{2 n}$ (in what follows - strata) such that the dimension of the space

$$
\begin{equation*}
W=T_{0} N_{1}+\cdots+T_{0} N_{s} \tag{20}
\end{equation*}
$$

is equal to the sum of the dimensions of the strata, i.e. the sum (20) is direct. If the number of strata and their dimensions are fixed, then all such $N$ are diffeomorphic. By Theorem 7.1 in [5] the germ of a closed 2 -form $\sigma$ has zero algebraic restriction to $N$ if and only if its pullback to each of the strata $N_{i}(i=1, \cdots, s)$ vanishes and the restriction of the germ $\sigma$ to the space $W$ vanishes. It implies the following:
Proposition 18. A smooth vector field-germ $X$ in the symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$ is Hamiltonian on a regular union singularity $N$ if and only if the pullback of the $\operatorname{germ} d(X\rfloor \omega)$ to each of the strata $N_{i}(i=1, \cdots, s)$ vanishes and the restriction of the germ $\left.d(X\rfloor \omega\right)$ to the space $W$ vanishes.

### 6.1. REGULAR UNION OF THREE 1-DIMENSIONAL SUBMANIFOLDS

Let us consider a regular union singularity of three germs at 0 of 1-dimensional submanifolds $N=N_{1} \cup N_{2} \cup N_{3}$ of the symplectic space ( $\left.\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d p_{i} \wedge d q_{i}\right)$. These symplectic singularities are classified in [5].

Proposition 19 (Theorem 7.4 in [5]). Any regular union singularity $N$ with three 1 -dimensional strata in the symplectic space $\left(\mathbb{R}^{2 n}, \omega\right), n \geq 3$ (resp. $n=2$ ) is symplectomorphic to one and only one of the varieties $N^{0}, N^{1}, N^{2}, N^{3}\left(\right.$ resp. $\left.N^{0}, N^{1}, N^{2}\right)$ given in Tab. 2. It holds if and only if the pair $(\omega, N)$ satisfies the condition in the last column of the table.

Table 2
Classification of symplectic regular union singularities with three 1 -dimensional strata. $W$ denotes the 3 -space spanned by the tangent lines at 0 to the strata

|  | Symplectic normal forms | Geometric condition |
| :--- | :--- | :--- |
| $N^{0}$ | $q_{2}=p_{1}+p_{2}$, <br> $p_{1} q_{1}=q_{1} p_{2}=p_{2} q_{2}=0$, <br> $p_{\geq 3}=q_{\geq 3}=0$ | $\left.\omega\right\|_{W} \neq 0$, <br> $\left.\operatorname{ker} \omega\right\|_{W} \not \subset T_{0} N_{i}+T_{0} N_{j}$, <br> for any $i, j \in\{1,2,3\} ;$ |
| $N^{1}$ | $q_{2}=p_{1}$, <br> $p_{1} q_{1}=q_{1} p_{2}=p_{2} p_{1}=0$, <br> $p_{\geq 3}=q_{\geq 3}=0$ | $\left.\omega\right\|_{W} \neq 0$, <br> $\left.\operatorname{ker} \omega\right\|_{W} \subset T_{0} N_{i}+T_{0} N_{j}$, <br> $\left.\operatorname{ker} \omega\right\|_{W} \neq T_{0} N_{i}, T_{0} N_{j}$ <br> for some $i, j \in\{1,2,3\} ;$ |
| $N^{2}$ | $p_{1} q_{1}=q_{1} p_{2}=p_{2} p_{1}=0, p_{\geq 3}=$ <br> $q_{\geq 2}=0$ | $\left.\omega\right\|_{W} \neq 0$, <br> $\left.\operatorname{ker} \omega\right\|_{W}=T_{0} N_{i}$ <br> for some $i \in\{1,2,3\}$ |
| $N^{3}$ | $p_{1} p_{2}=p_{2} p_{3}=p_{3} p_{1}=0, p_{\geq 4}=$ <br> $q_{\geq 1}=0$ | $\left.\omega\right\|_{W}=0$. |

Since the strata are 1-dimensional, by Proposition 18, a smooth vector-field germ $X$ is Hamiltonian on $N$ if and only if $d(X\rfloor \omega)\left.\right|_{W}=0$. Hence for singularities $N^{i}$ for $i=0,1, \cdots, 3$ we obtain the following conditions:

Let $X=\sum_{i=1}^{n} f_{i}(p, q) \frac{\partial}{\partial p_{i}}+g_{i}(p, q) \frac{\partial}{\partial q_{i}}$ be a smooth vector field-germ on $\mathbb{R}^{2 n}$. The vector field-germ $X$ is Hamiltonian on $N^{0}$ if and only if

$$
\begin{gathered}
\frac{\partial f_{1}}{\partial q_{2}}(0)+\frac{\partial f_{1}}{\partial p_{2}}(0)-\frac{\partial f_{2}}{\partial q_{1}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=0, \\
\frac{\partial f_{2}}{\partial q_{1}}(0)+\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)+\frac{\partial f_{2}}{\partial q_{1}}(0)=0, \\
\frac{\partial g_{1}}{\partial q_{2}}(0)-\frac{\partial g_{2}}{\partial q_{2}}(0)-\frac{\partial f_{2}}{\partial p_{2}}(0)+\frac{\partial g_{1}}{\partial p_{2}}(0)+\frac{\partial f_{2}}{\partial p_{1}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=0 .
\end{gathered}
$$

The vector field-germ $X$ is Hamiltonian on $N^{1}$ if and only if

$$
\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial f_{1}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial q_{1}}(0)+\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=0,
$$

$$
\frac{\partial g_{1}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial q_{2}}(0)-\frac{\partial f_{2}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=0
$$

The vector field-germ $X$ is Hamiltonian on $N^{2}$ if and only if

$$
\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=0
$$

The vector field-germ $X$ is Hamiltonian on $N^{3}$ if and only if

$$
\frac{\partial g_{2}}{\partial p_{3}}(0)-\frac{\partial g_{3}}{\partial p_{2}}(0)=\frac{\partial g_{1}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial p_{3}}(0)-\frac{\partial g_{3}}{\partial p_{1}}(0)=0 .
$$

### 6.2. REGULAR UNION OF TWO 2-DIMENSIONAL ISOTROPIC SUBMANIFOLDS

Now we consider the regular union singularity of two 2-dimensional isotropic submanifoldgerms of the symplectic space. The following classification proposition was proved in [5]:

Proposition 20. Any regular union singularity $N$ of two 2-dimensional isotropic submanifoldgerms in a symplectic space $\left(\mathbb{R}^{2 n}, \omega=\sum_{i=1}^{n} d p_{i} \wedge d q_{i}\right)$ is symplectomorphic to one and only one of the varieties $N^{0}, N^{1}, N^{4}$ in Tab. 3. The orbit of $N^{i}$ has codimension $i$ in the class of all regular union singularities with two 2-dimensional isotropic strata. The normal form $N^{i}$ holds if and only if the pair $(\omega, N)$ satisfies the condition given in the last column of Tab. 3.

Table 3
Classification of symplectic regular union singularities of two 2-dimensional isotropic submanifold-germs. $W$ denotes the 4 -space spanned by the tangent planes at 0 to the strata

|  | Symplectic normal forms | Geometric condition | codim |
| :---: | :---: | :---: | :---: |
| $N^{0}$ | $\left\{p_{\geq 3}=q \geq 1=0\right\} \cup$ <br> $\{p \geq 1=q \geq 3$ | rank $\left.\omega\right\|_{W}=4$ | 0 |
| $N^{1}(n \geq 3)$ | $\left\{p_{\geq 3}=q \geq 1=0\right\} \cup$ <br> $\left\{p_{\geq 1}=q_{2}=q \geq 4=0\right\}$ | rank $\left.\omega\right\|_{W}=2$ | 1 |
| $N^{4}(n \geq 4)$ | $\left\{p \geq 3=q_{\geq 1}=0\right\} \cup$ <br> $\left\{p_{1}=p_{2}=p \geq 5=q \geq 1=0\right\}$ | $\left.\omega\right\|_{W}=0$ | 4 |

By Proposition 18 a smooth vector field-germ $X$ is Hamiltonian on $N$ if and only if $X$ is Hamiltonian on both of isotropic submanifold-germs $N_{1}, N_{2}$ and $\left.d(X\rfloor \omega\right)\left.\right|_{W}=0$.

Let $X=\sum_{i=1}^{n} f_{i}(p, q) \frac{\partial}{\partial p_{i}}+g_{i}(p, q) \frac{\partial}{\partial q_{i}}$ be a smooth vector field-germ on $\mathbb{R}^{2 n}$. By Propositions 18 and 14 we obtain the following conditions:

The vector field-germ $X$ is Hamiltonian on $N^{0}=N_{1}^{0} \cup N_{2}^{0}$ if and only if there exist a smooth function-germs $h$ on $N_{1}^{0}=\left\{p_{\geq 3}=q_{\geq 1}=0\right\}$ and $k$ on $N_{2}^{0}=\left\{q_{\geq 3}=p_{\geq 1}=0\right\}$ such that $g_{i}\left(p_{1}, p_{2}, 0\right)=\frac{\partial h}{\partial p_{i}}\left(p_{1}, p_{2}\right)$ and $f_{i}\left(0, q_{1}, q_{2}, 0\right)=\frac{\partial k}{\partial q_{i}}\left(q_{1}, q_{2}\right)$ for $i=1,2$, and

$$
\frac{\partial g_{2}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{2}}(0)=\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{1}}(0)=0 .
$$

The vector field-germ $X$ is Hamiltonian on $N^{1}=N_{1}^{1} \cup N_{2}^{1}$ if and only if there exist a smooth function-germs $h$ on $N_{1}^{1}=\left\{p_{\geq 3}=q_{\geq 1}=0\right\}$ and $k$ on $N_{2}^{1}=\left\{p_{\geq 1}=q_{2}=q_{\geq 4}=0\right\}$ such that $g_{i}\left(p_{1}, p_{2}, 0\right)=\frac{\partial h}{\partial p_{i}}\left(p_{1}, p_{2}\right)$ for $i=1,2$ and $f_{j}\left(0, q_{1}, 0, q_{3}, 0\right)=\frac{\partial k}{\partial q_{j}}\left(q_{1}, q_{3}\right)$ for $j=1,3$, and

$$
\frac{\partial g_{2}}{\partial q_{3}}(0)+\frac{\partial f_{3}}{\partial p_{2}}(0)=\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial q_{3}}(0)+\frac{\partial f_{3}}{\partial p_{1}}(0)=0 .
$$

The vector field-germ $X$ is Hamiltonian on $N^{4}=N_{1}^{4} \cup N_{2}^{4}$ if and only if there exist a smooth function-germs $h$ on $N_{1}^{4}=\left\{p \geq 3=q_{\geq 1}=0\right\}$ and $k$ on $N_{2}^{4}=\left\{p_{1}=p_{2}=p_{\geq 5}=q_{\geq 1}=0\right\}$ such that $g_{i}\left(p_{1}, p_{2}, 0\right)=\frac{\partial h}{\partial p_{i}}\left(p_{1}, p_{2}\right)$ for $i=1,2$ and $g_{j}\left(0, p_{3}, p_{4}, 0\right)=\frac{\partial k}{\partial p_{j}}\left(p_{3}, p_{4}\right)$ for $j=3,4$, and

$$
\frac{\partial g_{2}}{\partial p_{3}}(0)-\frac{\partial g_{3}}{\partial p_{2}}(0)=\frac{\partial g_{2}}{\partial p_{4}}(0)+\frac{\partial g_{4}}{\partial p_{2}}(0)=\frac{\partial g_{1}}{\partial p_{3}}(0)-\frac{\partial g_{3}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial p_{4}}(0)-\frac{\partial g_{4}}{\partial p_{1}}(0)=0 .
$$

### 6.3. REGULAR UNION OF TWO 2-DIMENSIONAL SYMPLECTIC SUBMANIFOLDS

In this subsection we consider Hamiltonian vector field-germs on regular union singularities with two 2-dimensional symplectic strata in a symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$. Recall that two germs of submanifolds $N_{1}, N_{2}$ of a symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$ are called $\omega$-orthogonal if $\omega(v, u)=0$ for any vectors $v \in T_{0} N_{1}, u \in T_{0} N_{2}$. The symplectic classification of such $N$ involves the following invariant:

Definition 21 (see Definition 7.6 in [5]). The index of non-orthogonality between 2-dimensional symplectic submanifolds $N_{1}$ and $N_{2}$ of a symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$ is the number

$$
\alpha=\alpha\left(N_{1}, N_{2}\right)=1-\frac{(\omega \wedge \omega)\left(v_{1}, v_{2}, u_{1}, u_{2}\right)}{2 \cdot \omega\left(v_{1}, v_{2}\right) \cdot \omega\left(u_{1}, u_{2}\right)}
$$

where $v_{1}, v_{2}$ is a basis of $T_{0} N_{1}$ and $u_{1}, u_{2}$ is a basis of $T_{0} N_{2}$.
It is easy to see that the index of non-orthogonality $\alpha\left(N_{1}, N_{2}\right)$ is well-defined, i.e. it does not depend on the choice of the bases of $T_{0} N_{1}$ and $T_{0} N_{2}$. It is equal to 0 if and only if there exists a non-zero vector $u \in T_{0} N_{1}$ such that $\omega(v, u)=0$ for any $v \in T_{0} N_{2}$. It is equal to 1 if and only if the 4-form $\omega \wedge \omega$ has zero restriction to the space $W=T_{0} N_{1}+T_{0} N_{2}$.

Theorem 22 (Theorem 7.9 in [5]). Let $\omega=\sum_{i=1}^{n} d p_{i} \wedge d q_{i}$. Let $N=N_{1} \cup N_{2}$ be the regular union singularity with two 2-dimensional symplectic strata in the symplectic space $\left(\mathbb{R}^{2 n}, \omega\right)$.

If $N_{1}$ and $N_{2}$ are not $\omega$-orthogonal, then $N$ is symplectomorphic to the variety

$$
N^{\alpha}=\left\{q_{1}=p_{2}, p_{1}=p_{\geq 3}=q \geq 3=0\right\} \cup\left\{p_{2}=\alpha q_{1}, p_{\geq 3}=q_{\geq 2}=0\right\}
$$

where $\alpha$ is the index of non-orthogonality between $N_{1}$ and $N_{2}$.
If $N_{1}$ and $N_{2}$ are $\omega$-orthogonal, then $N$ has is symplectomorphic to

$$
N^{\perp}=\left\{p_{\geq 2}=q_{\geq 2}=0\right\} \cup\left\{p_{1}=q_{1}=p_{\geq 3}=q_{\geq 3}=0\right\}
$$

If $n \geq 3$, then any of the normal forms is realizable and if $n=2$, then any of the normal forms is realizable except the normal form $N^{1}$.

Theorem 22 was generalized in [6] to regular union singularities of two germs of symplectic or quasi-symplectic $k$-dimensional submanifolds of the symplectic space. For simplicity we present the case $k=2$ only.

By Proposition 18 a smooth vector field-germ $X$ is Hamiltonian on $N=N_{1} \cup N_{2}$ if and only if $X$ is Hamiltonian on both of symplectic submanifold-germs $N_{1}, N_{2}$ and $\left.d(X\rfloor \omega\right)\left.\right|_{W}=0$.

Let $X=\sum_{i=1}^{n} f_{i}(p, q) \frac{\partial}{\partial p_{i}}+g_{i}(p, q) \frac{\partial}{\partial q_{i}}$ be a smooth vector field-germ on $\mathbb{R}^{2 n}$. By Propositions 18 and direct calculations we obtain the following proposition:

Proposition 23. The vector field-germ $X$ is Hamiltonian on

$$
N^{\alpha}=\left\{q_{1}=p_{2}, p_{1}=p_{\geq 3}=q_{\geq 3}=0\right\} \cup\left\{p_{2}=\alpha q_{1}, p_{\geq 3}=q_{\geq 2}=0\right\}
$$

if and only if

$$
\begin{gathered}
\left.\left(-\frac{\partial f_{1}}{\partial q_{2}}+\frac{\partial g_{2}}{\partial q_{2}}+\frac{\partial f_{2}}{\partial p_{2}}+\frac{\partial f_{2}}{\partial q_{1}}\right)\right|_{\left\{q_{1}=p_{2}, p_{1}=p_{\geq 3}=q_{\geq 3}=0\right\}}=0, \\
\left.\left(\alpha \frac{\partial g_{1}}{\partial p_{2}}+\frac{\partial g_{1}}{\partial q_{1}}+\frac{\partial f_{1}}{\partial p_{1}}-\alpha \frac{\partial g_{2}}{\partial p_{1}}\right)\right|_{\left\{p_{2}=\alpha q_{1}, p_{\geq 3}=q_{\geq 2}=0\right\}}=0, \\
\frac{\partial g_{2}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{2}}(0)=\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{1}}(0)=0, \\
\frac{\partial f_{1}}{\partial q_{2}}(0)-\frac{\partial f_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=0 .
\end{gathered}
$$

Let us denote the stata of $N^{\perp}$ by

$$
N_{1}^{\perp}=\left\{p_{\geq 2}=q_{\geq 2}=0\right\}, \quad N_{2}^{\perp}=\left\{p_{1}=q_{1}=p_{\geq 3}=q_{\geq 3}=0\right\} .
$$

In the same way we get the following result:

Proposition 24. The vector field-germ $X$ is Hamiltonian on $N^{\perp}=N_{1}^{\perp} \cup N_{2}^{\perp}$ if and only if

$$
\begin{gather*}
\left.\left(\frac{\partial g_{1}}{\partial q_{1}}+\frac{\partial f_{1}}{\partial p_{1}}\right)\right|_{N_{1}^{\perp}}=0  \tag{21}\\
\left.\left(\frac{\partial g_{2}}{\partial q_{2}}+\frac{\partial f_{2}}{\partial p_{2}}\right)\right|_{N_{2}^{\perp}}=0,  \tag{22}\\
\frac{\partial g_{2}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{2}}(0)=\frac{\partial f_{1}}{\partial p_{2}}(0)+\frac{\partial g_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial q_{1}}(0)+\frac{\partial f_{1}}{\partial p_{1}}(0)=\frac{\partial g_{1}}{\partial q_{2}}(0)+\frac{\partial f_{2}}{\partial p_{1}}(0)=0, \\
\frac{\partial f_{1}}{\partial q_{2}}(0)-\frac{\partial f_{2}}{\partial q_{1}}(0)=\frac{\partial g_{1}}{\partial p_{2}}(0)-\frac{\partial g_{2}}{\partial p_{1}}(0)=0 .
\end{gather*}
$$

The conditions (21)-(22) mean that the vector field-germ $\left.f_{i}\right|_{N_{i}^{\perp}} \frac{\partial}{\partial p_{i}}+\left.g_{i}\right|_{N_{i}^{\perp}} \frac{\partial}{\partial q_{i}}$ on the symplectic manifold-germ $\left(N_{i}^{\perp},\left.\omega\right|_{T N_{i}^{\perp}}\right)$ is Hamiltonian (in the classical sense) for $i=1,2$ (see Proposition 12).
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#### Abstract

We prove that, if a metric space $(X, \rho)$ can be endowed with the intrinsic metric $\rho^{*}$ (the intrinsic distance of two points is defined as the infimum of the lengths of arcs joining these points), then the Hausdorff metric $\rho_{H}$ in the space $\mathcal{C}(X)$ of compact subsets of $X$ induces the intrinsic metric $\left(\rho_{H}\right)^{*}$, and the equality $$
\left(\rho_{H}\right)^{*}=\left(\rho^{*}\right)_{H}
$$


is satisfied. This implies that $\rho_{H}=\left(\rho_{H}\right)^{*}$ if and only if $\rho^{*}=\rho$ and that each isometry between spaces $X_{1}$ and $X_{2}$ with intrinsic metrics induces an isometry between $\mathcal{C}\left(X_{1}\right)$ and $\mathcal{C}\left(X_{2}\right)$ with intrinsic metrics.
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## 1. INTRODUCTION

Let $(X, \rho)$ be a strongly arc-wise connected metric space i.e. a space in which every two points can be joined by an arc of finite length. Then $X$ can be endowed with the intrinsic metric $\rho^{*}$ in which the distance of any two points is measured as the infimum of the lengths of arcs joining these points (see Section 2). The notion of intrinsic metric was widely investigated. Let us mention only the Blumenthal notion of geodesic ([4] p. 70) and his notion of convexification of a metric space ([4], p. 72 Ex. 1-4); the Borsuk geometrically acceptable (GA) metric spaces i.e. spaces with metric $\rho^{*}$ topologically equivalent to $\rho$ (compare [2], [4] p. 72 Ex. 4, [10], [11],); and the Burago length spaces ([5]). The Burago length space induced by a strongly arc-wise connected metric space $(X, \rho)$ coincides with the space $\left(X, \rho^{*}\right)$ ([5], Section 2.3).

We concentrate our investigation on hyper-space $\mathcal{C}(X)$ of compact subsets of $X$ endowed with the Hausdorff metric $\rho_{H}$. The geometry of hyper-spaces of compact subsets has been largely developed in last few decades (mostly for $X=\mathrm{R}^{n}$ ), see [16], [15], [14], [1], [12], [6]. However, very little is known about arcs in hyper-spaces of compact subsets. Only metric segments in hyper-space $\mathcal{C}\left(R^{n}\right)$ have been intensively investigated by many authors ([13], [17], [6], [19]). Basic proofs of the existence of arcs in $\mathcal{C}(X)$ for metric continuum $X$ can be found in [14], Ch.V, §47, VII (consult the references therein as well). Recently, some results concerning arcs in hyper-spaces were obtained in [8].
We shall prove that, if $(X, \rho)$ is geometrically acceptable, then so is $\left(\mathcal{C}(X), \rho_{H}\right)$ and the equality

$$
\begin{equation*}
\left(\rho_{H}\right)^{*}=\left(\rho^{*}\right)_{H} \tag{1}
\end{equation*}
$$

is satisfied i.e. the following diagram is commutative:


There are no good methods to calculate the lengths of arcs in hyper-spaces of compact sets. Our result allows us to omit this problem and find $\left(\rho_{H}\right)^{*}$ by calculating lengths of arcs in the space $X$.

As an immediate consequence of (1) we obtain (see Corollary 13)

$$
\rho=\rho^{*} \text { in } X \text { if and only if } \rho_{H}=\left(\rho_{H}\right)^{*} \text { in } \mathcal{C}(X)
$$

The analogous result for the space of bounded and closed subsets of a metric space, with the Hausdorff metric was proved in [20].

## 2. PRELIMINARIES

In this section we shall remind the basic notions of intrinsic geometry and of geometry of hyper-space of compact sets, we shall need in the sequel.
Let $(X, \rho)$ be a metric space.
A subset of $X$ isometric to a closed interval in R is a metric segment in $X$ (by some authors: a geodesic segment, comp. [7]). We say that $(X, \rho)$ is metrically convex (by some authors: a geodesic metric space, comp. [7]), if every pair of points $x, y \in X$ can be joined by a metric segment in $X$.

A path in X is a continuous image of a closed interval. A subset of $X$ homeomorphic to a closed interval in R is an arc in $X$. For any path $L$ joining points $x$ and $y$ in $X$ we define the length $|L|_{\rho}$ by

$$
|L|_{\rho}:=\sup \left\{\sum_{i=1}^{k-1} \rho\left(x_{i}, x_{i+1}\right): i=1,2 . ., k-1\right\},
$$

where sup is taken over all naturally ordered sequences $x_{1}, x_{2}, \ldots x_{k}$ of points in $L$, with $x_{1}=x$ and $x_{k}=y$. A path is rectifiable if its length is finite.
We say that $(X, \rho)$ is strongly arc-wise connected if for every $x, y \in X$ there exists a rectifiable arc joining $x$ and $y$ in $X$.

Remark 1. If $\left(X, \rho_{1}\right)$ and $\left(X, \rho_{2}\right)$ are metric spaces, $\left(X, \rho_{1}\right)$ is strongly arc-wise connected and $\rho_{1} \geq \rho_{2}$, then $\left(X, \rho_{2}\right)$ is strongly arc-wise connected.

In a strongly arc-wise connected metric space $(X, \rho)$ the function $\rho^{*}: X \times X \longrightarrow \mathrm{R}$ given by the formula

$$
\rho^{*}(x, y):=\inf \left\{|L|_{\rho}: L \text { is an arc in } X \text { and } x, y \in L\right\}
$$

is again a metric. It is called the intrinsic metric in $(X, \rho)$ ([2], [5], [11]).
Let us note that we do not require that for any two points in $X$ an arc with the shortest length exists. Since $\rho \leq \rho^{*}$, the identity map from $\left(X, \rho^{*}\right)$ to $(X, \rho)$ is continuous, however the metric $\rho^{*}$ need not be topologically equivalent to $\rho$. For instance, for a compact space $(X, \rho)$ the space ( $X, \rho^{*}$ ) may be non-compact (for examples see [5]). Following Borsuk, we say that a strongly arc-wise connected space $(X, \rho)$ is geometrically acceptable $((X, \rho) \in G A)$ whenever $\rho$ and $\rho^{*}$ are topologically equivalent i.e. the identity map from $(X, \rho)$ to $\left(X, \rho^{*}\right)$ is a homeomorphism ([2]).

It can be easily shown that $\left(\rho^{*}\right)^{*}=\rho^{*}$ and $|L|_{\rho}=|L|_{\rho^{*}}$ for any rectifiable $\operatorname{arc} L$ in $X$ (compare [5], Proposition 2.3.12).
For any strongly arc-wise connected space $(X, \rho)$ the metric $\rho$ is intrinsic if $\rho=\rho^{*}$. If $(X, \rho)$ is compact, strongly arc-wise connected and $\rho$ is intrinsic, then $(X, \rho)$ is metrically convex (compare [4], Theorem 28.1).
An intrinsic isometry of two $G A$ spaces is an isometry with respect to their intrinsic metrics. Intrinsic isometries between $G A$ spaces are homeomorphisms preserving lengths of arcs ([3]).

We shall consider the hyper-space $\mathcal{C}_{\rho}(X)$ of compact subsets of $X$ endowed with the Hausdorff metric $\rho_{H}$.
For any $A, B$ in $\mathcal{C}_{\rho}(X)$,

$$
\rho_{H}(A, B):=\max \left\{\sup _{x \in A} \inf _{y \in B} \rho(x, y), \sup _{x \in B} \inf _{y \in A} \rho(x, y)\right\} .
$$

For every nonempty subset $A \subset X$ and $\varepsilon>0$, let

$$
(A)_{\varepsilon}=\left\{x \in X: \inf _{a \in A} \rho(x, a) \leq \varepsilon\right\} .
$$

The set $(A)_{\varepsilon}$ is called the $\varepsilon$-hull of $A$.
It is well known that

$$
\rho_{H}(A, B)=\inf \left\{\alpha>0: A \subset(B)_{\alpha} \text { and } B \subset(A)_{\alpha}\right\} .
$$

If $\rho_{1}$ and $\rho_{2}$ are topologically equivalent metrics in $X$, then $\mathcal{C}_{\rho_{1}}(X)=\mathcal{C}_{\rho_{2}}(X)$ and the induced Hausdorff metrics $\left(\rho_{1}\right)_{H}$ and $\left(\rho_{2}\right)_{H}$ are topologically equivalent ([18], notes for section 1.8). If it does not lead to a confusion, we shall write $\mathcal{C}(X)$ for short, instead of $\mathcal{C}_{\rho}(X)$.
The convergence in the sense of the Hausdorff metric can be described in terms of convergent sequences of points (compare [18], p. 69).

Theorem 2. The convergence $\lim _{i \rightarrow \infty} A_{i}=A$ in $\mathcal{C}(X)$ is equivalent to the following conditions taken together:
(i) each point in $A$ is a limit of a sequence $\left(x_{i}\right)_{i \in \mathrm{~N}}$ with $x_{i} \in A_{i}$ for $i \in \mathrm{~N}$;
(ii) the limit of any convergent sequence $\left(x_{i_{j}}\right)_{j \in \mathrm{~N}}$ with $x_{i_{j}} \in A_{i_{j}}$
for $j \in \mathrm{~N}$ belongs to $A$, and the sequence $\left(A_{i}\right)_{i \in \mathrm{~N}}$ is bounded.
Remark 3. If metrics $\rho_{1}, \rho_{2}$ in $X$ are topologically equivalent and $\rho_{1} \leq \rho_{2}$, then $\left(\rho_{1}\right)_{H} \leq\left(\rho_{2}\right)_{H}$ in $\mathcal{C}(X)$.

Remark 4. The space $(X, \rho)$ is compact if and only if the space $\left(\mathcal{C}(X), \rho_{H}\right)$ is compact.
(compare [14], p. 47).
A ball in $(X, \rho)$ with center $x \in X$ and radius $r$ will be denoted by $B_{\rho}(x, r)$.

## 3. ARCS IN $\mathcal{C}(X)$ APPROXIMATING DISTANCE IN $\left(\rho^{*}\right)_{H}$

In this section we shall give an algorithm which allows us to construct arcs with lengths approximating $\left(\rho^{*}\right)_{H}(A, B)$ for any $A, B$ in $\mathcal{C}(X)$. As a consequence we shall obtain that, if $(X, \rho)$ is geometrically acceptable, then so is $\left(\mathcal{C}(X), \rho_{H}\right)$ and the inequality $\left(\rho_{H}\right)^{*} \leq\left(\rho^{*}\right)_{H}$ is satisfied.

Lemma 5. Let $(X, \rho) \in G A$ and let $A$ and $B$ be finite subsets of $X$. Then, for any $\varepsilon>0$, there exists an arc $L$ in the space $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$, with ends $A$ and $B$ such that

$$
|L|_{\left(\rho^{*}\right)_{H}} \leq\left(\rho^{*}\right)_{H}(A, B)+\varepsilon .
$$

Proof. Let $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ for some $n \in \mathrm{~N}$, and $B=\left\{b_{1}, b_{2}, \ldots, b_{k}\right\}$ for some $k \in \mathrm{~N}$. Take $\varepsilon>0$. For each $a_{i}$ in $A(i \in\{1,2, \ldots, n\})$ let $a_{i}^{\prime}$ be a point in $B$ with the shortest $\rho^{*}$ distance to $a_{i}$. By the definition of $\rho^{*}$, there is an arc $L_{i}$ with ends $a_{i}$ and $a_{i}^{\prime}$ such that $\left|L_{i}\right|_{\rho} \leq \rho^{*}\left(a_{i}, a_{i}^{\prime}\right)+\varepsilon$. Let $\left|L_{i}\right|_{\rho}=\alpha_{i}$.
We repeat the same construction for points in $B$. For each $b_{j} \in B(j \in\{1,2, \ldots, k\})$ let $b_{j}^{\prime}$ be a point in $A$ with the shortest $\rho^{*}$ distance to $b_{j}$ and let $K_{j}$ be an arc with ends $b_{j}, b_{j}^{\prime}$ such that $\left|K_{j}\right|_{\rho} \leq \rho^{*}\left(b_{j}, b_{j}^{\prime}\right)+\varepsilon$. Let $\left|K_{j}\right|_{\rho}=\beta_{j}$. Let $\lambda=\max _{i, j}\left\{\alpha_{i}, \beta_{j}\right\}$.
By the definition of the Hausdorff metric

$$
\left(\rho^{*}\right)_{H}(A, B)=\max _{i, j}\left\{\rho^{*}\left(a_{i}, a_{i}^{\prime}\right), \rho^{*}\left(b_{j}, b_{j}^{\prime}\right)\right\}
$$

Therefore,

$$
\begin{equation*}
\lambda \leq\left(\rho^{*}\right)_{H}(A, B)+\varepsilon . \tag{2}
\end{equation*}
$$

Let $p_{i}:\left[0, \alpha_{i}\right] \longrightarrow L_{i}$ be the natural parametrization of $L_{i}$ for $i \in\{1,2, \ldots, n\}$ with $p_{i}(0)=a_{i}$ and $p_{i}\left(\alpha_{i}\right)=a_{i}^{\prime}$. Obviously,

$$
\rho^{*}\left(p_{i}(t), p_{i}\left(t^{\prime}\right)\right) \leq\left|t-t^{\prime}\right| \text { for } t, t^{\prime} \in\left[0, \alpha_{i}\right] .
$$

Let $\bar{p}_{i}:[0, \lambda] \longrightarrow L_{i}$ be defined by

$$
\bar{p}_{i}(t)=p_{i}\left(\frac{\lambda_{i}}{\lambda} t\right) \text { for } t \in[0, \lambda] .
$$

Let us note that

$$
\begin{equation*}
\rho^{*}\left(\bar{p}_{i}(t), \bar{p}_{i}\left(t^{\prime}\right)\right) \leq \frac{\lambda_{i}}{\lambda}\left|t-t^{\prime}\right| \leq\left|t-t^{\prime}\right| \text { for } t, t^{\prime} \in[0, \lambda] . \tag{3}
\end{equation*}
$$

In the same manner, we take the natural parametrization
$r_{j}:\left[0, \beta_{j}\right] \longrightarrow K_{j}$, with $r_{j}(0)=b_{j}$ and $r_{j}\left(\beta_{j}\right)=b_{j}^{\prime}$ and define a reparametrization

$$
\bar{r}_{j}(t)=r_{j}\left(\frac{\beta_{j}}{\lambda}(\lambda-t)\right) \text { for } t \in[0, \lambda] .
$$

Thus, $\bar{r}_{j}(0)=b_{j}^{\prime}, \bar{r}_{j}(\lambda)=b_{j}$ and

$$
\begin{equation*}
\rho^{*}\left(\bar{r}_{i}(t), \bar{r}_{i}\left(t^{\prime}\right)\right) \leq\left|t-t^{\prime}\right| \text { for } t, t^{\prime} \in[0, \lambda] . \tag{4}
\end{equation*}
$$

Let $p:[0, \lambda] \longrightarrow \mathcal{C}(X)$ be defined by

$$
p(t)=\bigcup_{i, j}\left\{\bar{p}_{i}(t), \bar{r}_{j}(t)\right\} \text { for } t \in[0, \lambda] \text {. }
$$

Denote $p(t)$ by $A_{t}$. By Theorem 2, $p$ is a continuous embedding of $[0, \lambda]$ into $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ with $p(0)=A, p(\boldsymbol{\lambda})=B$. Thus, $p([0, \lambda])$ is arc-wise connected and there is an arc $L$ in
$p([0, \lambda])$, with ends $A$ and $B$. By the definition of the Hausdorff metric, in view of (3) and (4) we get,

$$
\left(\rho^{*}\right)_{H}\left(A_{t}, A_{t}^{\prime}\right) \leq \max _{i, j}\left\{\rho^{*}\left(\bar{p}_{i}(t), \bar{p}_{i}\left(t^{\prime}\right)\right), \rho^{*}\left(\bar{r}_{i}(t), \bar{r}_{i}\left(t^{\prime}\right)\right)\right\} \leq\left|t-t^{\prime}\right|
$$

for $t, t^{\prime} \in[0, \lambda]$.
Therefore,

$$
|L|_{\left(\rho^{*}\right)_{H}} \leq \mid p\left(\left.[0, \lambda]\right|_{\left(\rho^{*}\right)_{H}} \leq \lambda\right.
$$

By (2), we get the claim.
Lemma 6. Let $(X, \rho) \in G A$ and $A \in \mathcal{C}(X)$. Then, for any $\varepsilon>0$ there exists a finite set $A_{1}$ in $X$ and an $\operatorname{arc} L$ in $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ joining $A$ with $A_{1}$, such that $|L|_{\left(\rho^{*}\right)_{H}} \leq \varepsilon$.

Proof. For $\varepsilon>0$ and $i \in \mathrm{~N}$, let $\delta_{i}=\frac{\varepsilon}{3 \cdot 2^{i}}$. Since compact sets are limits (in the Hausdorff metric) of finite sets, there exists a finite subset $A_{i}$ of $A, A_{i} \in B_{\left(\rho^{*}\right)_{H}}\left(A, \delta_{i}\right)$, for any $i \in \mathrm{~N}$. By Lemma 5, there is an arc $L_{i}$ in $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ with ends $A_{i}$ and $A_{i+1}$ such that

$$
\left|L_{i}\right|_{\left(\rho^{*}\right)_{H}} \leq\left(\rho^{*}\right)_{H}\left(A_{i}, A_{i+1}\right)+\delta_{i} .
$$

The sequence $\left(A_{i}\right)$ is convergent to $A$ in $\left(\rho^{*}\right)_{H}$ metric, thus there is an $\operatorname{arc} L$ in $\bigcup_{i=1}^{\infty} L_{i}$ joining $A_{1}$ and $A$ such that

$$
|L|_{\left(\rho^{*}\right)_{H}} \leq \sum_{i=1}^{\infty}\left|L_{i}\right|_{\left(\rho^{*}\right)_{H}} \leq \sum_{i=1}^{\infty}\left(\rho^{*}\right)_{H}\left(A_{i}, A_{i+1}\right)+\delta_{i}
$$

(compare [9]). Since

$$
\left(\rho^{*}\right)_{H}\left(A_{i}, A_{i+1}\right) \leq\left(\rho^{*}\right)_{H}\left(A_{i}, A\right)+\left(\rho^{*}\right)_{H}\left(A, A_{i+1}\right) \leq 2 \delta_{i},
$$

we obtain immediately

$$
|L|_{\left(\rho^{*}\right)_{H}} \leq 3 \sum_{i=1}^{\infty} \delta_{i}=\varepsilon
$$

Theorem 7. Let $(X, \rho) \in G A$ and $A, B \in \mathcal{C}(X)$. Then, for any $\varepsilon>0$ there exists an arc $L$ in $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ joining $A$ and $B$, with $|L|_{\left(\rho^{*}\right)_{H}} \leq\left(\rho^{*}\right)_{H}(A, B)+\varepsilon$.

Proof. For $\varepsilon>0$, let $\varepsilon^{\prime}=\frac{\varepsilon}{5}$. By Lemma 6, there are finite sets $A_{1}$ and $B_{1}$ and arcs $L_{1}$ and $L_{2}$ joining $A$ with $A_{1}$ and $B$ with $B_{1}$, respectively, such that $\left|L_{i}\right|_{\left(\rho^{*}\right)_{H}} \leq \varepsilon^{\prime}$ for $i=1,2$. By Lemma 5 , there is an arc $L_{3}$ with ends $A_{1}, B_{1}$, such that $\left|L_{3}\right|_{\left(\rho^{*}\right)_{H}} \leq\left(\rho^{*}\right)_{H}\left(A_{1}, B_{1}\right)+\varepsilon^{\prime}$. Thus there is an arc $L$ in $L_{1} \cup L_{2} \cup L_{3}$ joining $A$ and $B$ with $|L|_{\left(\rho^{*}\right)_{H}} \leq\left|L_{1}\right|_{\left(\rho^{*}\right)_{H}}+\left|L_{2}\right|_{\left(\rho^{*}\right)_{H}}+\left|L_{3}\right|_{\left(\rho^{*}\right)_{H}} \leq$ $\left(\rho^{*}\right)_{H}\left(A_{1}, B_{1}\right)+3 \varepsilon^{\prime} \leq\left(\rho^{*}\right)_{H}(A, B)+5 \varepsilon^{\prime}=\left(\rho^{*}\right)_{H}(A, B)+\varepsilon$.

Let us note that for any $A, B \in \mathcal{C}(X)$ we can use Proposition 5 to construct arcs whose lengths approximate $\left(\rho^{*}\right)_{H}(A, B)$. It is enough to take sufficiently dense finite subsets of $A$ and $B$ and follow the algorithm (see Example 5.1 Part 4).

Corollary 8. Let $(X, \rho) \in G A$. Then $\left(\mathcal{C}(X), \rho_{H}\right) \in G A$ and $\left(\rho_{H}\right)^{*} \leq\left(\rho^{*}\right)_{H}$.
Proof. Let $(X, \rho) \in G A$. By Theorem 7 the space $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ is strongly arc-wise connected. From $\rho \leq \rho^{*}$, by Remark 3, we immediately get $\rho_{H} \leq\left(\rho^{*}\right)_{H}$. Hence, for any arc $L$ in $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right), L$ is an $\operatorname{arc}$ in $\left(\mathcal{C}(X), \rho_{H}\right)$ and $|L|_{\rho_{H}} \leq|L|_{\left(\rho^{*}\right)_{H}}$. Therefore, $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ is strongly arc-wise connected and $\left(\rho_{H}\right)^{*} \leq\left(\rho^{*}\right)_{H}$. Let us note that

$$
\rho_{H} \stackrel{t o p}{\approx}\left(\rho^{*}\right)_{H} \geq\left(\rho_{H}\right)^{*} \geq \rho_{H} .
$$

Hence $\left(\mathcal{C}(X), \rho_{H}\right) \in G A$.

## 4. METRICS $\left(\rho_{H}\right)^{*}$ VERSUS $\left(\rho^{*}\right)_{H}$

In this section we prove that $\left(\rho_{H}\right)^{*}=\left(\rho^{*}\right)_{H}$.
Proposition 9. Let $p:[0, \lambda] \longrightarrow \mathcal{C}(X)$ be a parametrization of an arc. Then $\bigcup_{t \in[0, \lambda]} p(t)$ is compact in $(X, \rho)$.

Proof. Theorem 2 makes proving easy and standard.
Theorem 10. Let $(X, \rho) \in G A$. Let $A, B \in \mathcal{C}(X)$ and let $\mathcal{L}$ be a rectifiable arc in $\left(\mathcal{C}(X), \rho_{H}\right)$, with ends $A$ and $B$. Then, for every $a \in A$ there is $b \in B$ and an arc $L$ in $X$, with ends $a$ and $b$, such that

$$
L \subset \bigcup \mathcal{L} \subset X \text { and }|L|_{\rho} \leq|\mathcal{L}|_{\rho_{H}}
$$

Proof. Let $\mathcal{L}$ be a rectifiable arc in $\left(\mathcal{C}(X), \rho_{H}\right)$ with $|\mathcal{L}|_{\rho_{H}}=\lambda$. Let $p:[0, \lambda] \longrightarrow \mathcal{C}(X)$ be a natural parametrization of $\mathcal{L}, p(0)=A, p(\lambda)=B$ and $p(t)=A_{t}$ for $t \in[0, \lambda]$. Take $a \in A$. Let $t_{i, k}=\frac{\lambda \cdot k}{2^{i}}$ for $k=0,1, \ldots 2^{i}$ and $i \in \mathrm{~N}$. For any $i$, we choose sets $A_{0}, \ldots A_{\frac{\lambda \cdot k}{2^{i}}}, \ldots, A_{\lambda}$. Next, for every $i$ we define a set $P_{i}=\left\{x_{i, 0}, \ldots x_{i, k}, \ldots x_{i, 2^{i}}\right\}$. We start with $x_{i, 0}=a$. If $x_{i, k}$ has been defined, then we define $x_{i, k+1}$ to be the nearest point to $x_{i, k}$ in $A_{\frac{\lambda \cdot(k+1)}{2^{i}}}$ with respect to $\rho^{*}$ metric (if there are more than one nearest points, then we choose one at random). By Proposition $9, \cup \mathcal{L}$ is compact, thus, by Remark 4, a sequence $\left(P_{i}\right)$ has a convergent subsequence in $\left(\mathcal{L}, \rho_{H}\right)$. For simplicity, we assume that $\left(P_{i}\right)$ is convergent. Now we define a sequence $\left(\gamma_{i}\right)$ of functions $\gamma_{i}:\left\{0, \ldots, \frac{\lambda \cdot k}{2^{i}}, \ldots, \lambda\right\} \longrightarrow P_{i}$ as follows:

$$
\gamma_{i}\left(\frac{\lambda \cdot k}{2^{i}}\right)=x_{i, k} \text { for } k=0,1, \ldots, 2^{i}
$$

Let $\gamma(t)=\lim _{i \rightarrow \infty} \gamma_{i}(t)$, for $t=\frac{\lambda \cdot k}{2^{i}}$. Since $\left(P_{i}\right)$ is convergent in the Hausdorff metric, by Theorem 2, the sequence $\left(\gamma_{i}(t)\right)$ is convergent in $\cup \mathcal{L}$. For any $i$ and for $t_{k}=\frac{\lambda \cdot k}{2^{i}}$ we have

$$
\rho\left(\gamma_{i}\left(t_{k}\right), \gamma_{i}\left(t_{k+1}\right)\right) \leq \rho_{H}\left(A_{t_{k}}, A_{t_{k+1}}\right) \leq\left|t_{k}-t_{k+1}\right| .
$$

Therefore,

$$
\rho\left(\gamma_{i}\left(t_{k+j}\right), \gamma_{i}\left(t_{k}\right)\right) \leq\left|t_{k+j}-t_{k}\right| .
$$

Thus, $\gamma$ is a Lipschitz function on a dense subset of interval $[0, \lambda]$ and can be extended to the whole interval. Moreover, $|\gamma([0, \lambda])|_{\rho} \leq \lambda$. Hence, there is an arc $L$ in $\gamma([0, \lambda])$, with ends $\gamma(0)$ and $\gamma(\lambda)$, such that $|L|_{\rho} \leq \lambda$.

By Corollary 8 and Theorem 10 we obtain the main result.
Corollary 11. Let $(X, \rho) \in G A$. Then $\left(\mathcal{C}(X), \rho_{H}\right) \in G A$ and $\left(\rho^{*}\right)_{H}=\left(\rho_{H}\right)^{*}$.
Corollary 12. Let $\left(X_{i}, \rho_{i}\right) \in G A$ for $i=1,2$ and let $f:\left(X_{1}, \rho_{1}\right) \longrightarrow\left(X_{2}, \rho_{2}\right)$ be an intrinsic isometry. Then the induced map $\bar{f}:\left(\mathcal{C}\left(X_{1}\right),\left(\rho_{1}\right)_{H}\right) \longrightarrow\left(\mathcal{C}\left(X_{2}\right),\left(\rho_{2}\right)_{H}\right)$, defined by $\bar{f}(A)=$ $f(A)$, for any compact subset $A$ of $X$, is an intrinsic isometry.

Proof. Let $f:\left(X_{1}, \rho_{1}\right) \longrightarrow\left(X_{2}, \rho_{2}\right)$ be an intrinsic isometry. Then, by the definition of intrinsic isometry,

$$
f:\left(X_{1},\left(\rho_{1}\right)^{*}\right) \longrightarrow\left(X_{2},\left(\rho_{2}\right)^{*}\right)
$$

is an isometry. Thus,

$$
\bar{f}:\left(\mathcal{C}\left(X_{1}\right),\left(\left(\rho_{1}\right)^{*}\right)_{H}\right) \longrightarrow\left(\mathcal{C}\left(X_{2}\right),\left(\left(\rho_{2}\right)^{*}\right)_{H}\right)
$$

is an isometry. By Corollary 11 we get the claim.
Corollary 13. $(X, \rho) \in G A$. Then $\rho=\rho^{*}$ if and only if $\rho_{H}=\left(\rho_{H}\right)^{*}$.
Proof. Let $\rho=\rho^{*}$. By Corollary 11, we obtain $\rho_{H}=\left(\rho^{*}\right)_{H}=\left(\rho_{H}\right)^{*}$.
Now, let $\rho_{H}=\left(\rho_{H}\right)^{*}$. By Corollary 11, for any $a, b \in X$ we obtain $\rho(a, b)=\rho_{H}(\{a\},\{b\})$ $=\left(\rho_{H}\right)^{*}(\{a\},\{b\})=\left(\rho^{*}\right)_{H}(\{a\},\{b\})=\rho^{*}(a, b)$.

## 5. EXAMPLES

We start with a construction of metric segments in $\mathcal{C}(X)$ with $\rho_{H}$ metric.
Proposition 14. Let $X$ be metrically convex, $A, B \in \mathcal{C}(X)$ and let $\rho_{H}(A, B)=\alpha$. If $(A)_{t}$ and $(B)_{t}$ are compact for every $t \in[0, \alpha]$, then $M:[0, \alpha] \longrightarrow \mathcal{C}(X)$ defined by

$$
M(t)=(A)_{t} \cap(B)_{\alpha-t} \text { for } t \in[0, \alpha]
$$

is an isometric embedding into $\mathcal{C}(X)$ with $\rho_{H}$ metric.
Proof. The proof is an easy adaptation of proofs in [6] (Lemma 3.6, Lemma 3.7, and Proposition 3.8).

The next example illustrates the main result of the paper (see Corollary 11).
Example 15. Let $X$ be the union of two equilateral triangles in $\mathrm{R}^{2}$ with vertices $a_{1}, a_{2}, o$ and $b_{1}, b_{2}, o$, where $a_{1}=\left(-\frac{\sqrt{3}}{2}, \frac{1}{2}\right), a_{2}=\left(-\frac{\sqrt{3}}{2},-\frac{1}{2}\right), o=(0,0), b_{1}=-a_{2}, b_{2}=-a_{1}$. Let $\rho$ be the Euclidean metric in $\mathrm{R}^{2}$ restricted to $X$. Metrics $\rho^{*}$ and $\rho$ are topologically equivalent, so compact sets in both metrics coincide i.e. $\mathcal{C}_{\rho}(X)=\mathcal{C}_{\rho^{*}}(X)$. Let $A$ and $B$ be segments with ends $a_{1}, a_{2}$ and $b_{1}, b_{2}$, respectively. It is evident that $\rho_{H}(A, B)=\sqrt{3}$.

Part 1. (see Figure 1).
Let us consider the space $\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$. It is obvious that $A, B \in \mathcal{C}(X)$ and $\left(\rho^{*}\right)_{H}(A, B)=1+\frac{\sqrt{3}}{2}$.
Part 2. (see Figure 2).
We shall construct an arc in $\left(\mathcal{C}(X), \rho_{H}\right)$ joining $A$ and $B$. Let

$$
A_{t}=\left\{\left(x_{1}, x_{2}\right) \in X: x_{1}=\frac{\sqrt{3}}{2} t-\frac{\sqrt{3}}{2}\right\}
$$

and

$$
B_{t}=\left\{\left(-x_{1}, x_{2}\right):\left(x_{1}, x_{2}\right) \in A_{t}\right\},
$$

for every $t \in[0,1]$. Functions $p:[0,1] \longrightarrow \mathcal{C}(X)$ and $p^{\prime}:[0,1] \longrightarrow \mathcal{C}(X)$ defined by $p(t)=A_{t}$ and $p^{\prime}(t)=B_{t}$ are isometric embeddings (with respect to $\rho_{H}$ ), since

$$
\rho_{H}\left(A_{t}, A_{t^{\prime}}\right)=\left|t-t^{\prime}\right|=\rho_{H}\left(B_{t}, B_{t^{\prime}}\right)
$$

for every $t \in[0,1]$. Moreover, $p(0)=A, p(1)=(0,0)=p^{\prime}(0)$ and $p^{\prime}(1)=B$. Thus, $p([0,1]) \cup p^{\prime}([0,1])$ is an arc with length equal to 2 in $\left(\mathcal{C}(X), \rho_{H}\right)$, joining $A$ and $B$ ( this implies $\left.\left(\rho_{H}\right)^{*}(A, B) \leq 2\right)$. However, as we can see below, it is not an arc with the shortest length.
Part 3. (see Figure 3).
We shall construct an arc in $\left(\mathcal{C}(X), \rho_{H}\right)$ with the ends $A$ and $B$ and with the length $1+\frac{\sqrt{3}}{2}$. Let us note that the space $\left(X, \rho^{*}\right)$ is metrically convex, $\left(\rho^{*}\right)_{H}(A, B)=\alpha=1+\frac{\sqrt{3}}{2}$ and convex hulls $(A)_{t}$ and $(B)_{t}$ (with respect to $\rho^{*}$ metric) are compact for every $t \in[0, \alpha]$. Thus, by Proposition 14 , the function $M:[0, \alpha] \longrightarrow\left(\mathcal{C}(X),\left(\rho^{*}\right)_{H}\right)$ defined by

$$
M(t)=(A)_{t} \cap(B)_{\alpha-t} \text { for } t \in[0, \alpha]
$$

is an isometric embedding. Therefore, $M:[0, \alpha] \longrightarrow\left(\mathcal{C}(X), \rho_{H}\right)$ is a homeomorphic embedding and, by Remark 3, we get

$$
|M([0, \alpha])|_{\rho_{H}} \leq \alpha
$$

Thus, by Corollary 11,

$$
|M([0, \alpha])|_{\rho_{H}}=\alpha
$$



Fig. 1. $\left(\rho^{*}\right)_{H}(A, B)=1+\frac{\sqrt{3}}{2}$


Fig. 2. Construction of an arc in $\left(\mathcal{C}(X), \rho_{H}\right)$ joining $A$ and $B$, with length equal to 2


Fig. 3. Construction of an $\operatorname{arc}$ in $\left(\mathcal{C}(X), \rho_{H}\right)$ joining $A$ and $B$, with the shortest length


Fig. 4. Construction of an arc in $\mathcal{C}(X)$ which approximates $\left(\rho^{*}\right)_{H}(A, B)$

Part 4.
Figure 4 presents a method of constructing arcs whose lengths approximate $\left(\rho^{*}\right)_{H}(A, B)$ for sets $A$ and $B$ from Example 15. Here $A_{1}$ and $B_{1}$ from Lemma 5 are 10 - element subsets of $A$ and $B$ respectively.

Let us note that in general there are no good methods to find an arc with the shortest length in $\left(\mathcal{C}(X), \rho_{H}\right)$ (even if it exists). Moreover, to calculate lengths of arcs in this space may be a difficult task. The equality

$$
\left(\rho_{H}\right)^{*}=\left(\rho^{*}\right)_{H},
$$

(see Corollary 11) allows us to calculate $\left(\rho_{H}\right)^{*}$ without constructing arcs in $\left(\mathcal{C}(X), \rho_{H}\right)$. Much simpler calculations of lengths of arcs in the space $(X, \rho)$ are sufficient to find $\left(\rho_{H}\right)^{*}$ distance of two elements of $\mathcal{C}(X)$.
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#### Abstract

On a generalized Lévy exponential model with ratings we present the solutions of problems of pricing and hedging of a general payments stream process in terms of Fourier transforms. It is very important for applications of theory in practice since obtained results are easy to implement numerically.
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## 1. INTRODUCTION

The problem of pricing and hedging non-attainable claims in incomplete markets is one of the fundamental problems in mathematical finance. It has been considered by many researchers, under various hedging criteria. One of the quite popular hedging criteria is riskminimization introduced by Föllmer and Sondermann [7]. Their idea was to omit the selffinancing condition and look for strategies that hedge a single claim $H$ at time $T$ perfectly and at the same time minimize the conditional variance of the remaining cost at each time $t$. They proved in [7] that there exists a unique risk minimizing hedging strategy for an arbitrary square integrable payoff at fixed maturity $T<\infty$ provided that the process of discounted price of the risky asset is a square integrable martingale. After [7], many papers have appeared dealing with the problem of finding an explicit formula for the risk minimizing strategy. Bouleau and Lamberton [1] have used the carré-du-champ operator to find a risk minimizing strategy for European options that are functions of the asset price at time $T$ when the asset price is a function of a Markov process. Subsequently, Elliott and Föllmer [6] solved
a similar problem in the one-dimensional Markovian case as well as in the general case by using orthogonal martingale representation, i.e. the Galtchouk-Kunita-Watanabe decomposition (GKW for short). Møller [13] generalized the results of Föllmer and Sondermann to the case in which the liabilities of the hedger are described by an arbitrary square integrable and càdlàg payment process. It is also worth mentioning the papers by Dahl and Møller [5] and Dahl, Melchior and Møller [4] where explicit formulae for risk minimization of life insurance contracts that are subject to systematic mortality risk are derived. Norberg [15] (see also Norberg [14]) has proved, in a multidimensional setting and under the assumption that some predictable covariations are absolutely continuous, that finding the main component of a risk minimizing strategy can be reduced to solving a system of linear equations. Norberg [15] derives the equations for this component without referring to GKW decomposition as in [13]. In a recent paper Ceci, Cretarolla and Russo [2] found risk minimizing strategies under restricted information by solving backward stochastic differential equations driven by martingales. In [9] we derive the pricing and hedging formulae for financial contracts with a payment stream process $D$ having some structure which also depends on the credit rating process. The formulae are given in terms of a solution of a certain Cauchy problem of integro-differential type. We note that these formulae in order to be applied in practice require first solving system of coupled integro-differential equations which is usually done numerically and then integrating numerically the solution with respect the Lévy measure. A realisation of this program can be very complicated. Therefore in this paper we proposed to use Fourier methods for solving problems of pricing and hedging in Lévy exponential model with ratings. We obtain formulae in which we first solve numerically linear matrix ODE and then integrate it numerically, so these formulae are much simpler to be applied in practice than these obtained in [9]. Our result is closely related to Tankov [18] who showed explicit formula for minimal variance portfolios in the case of European pay-offs and exponential Lévy models by using Fourier analysis techniques developed earlier by Hubalek, Kallsen, and Krawczyk [8]. Such a portfolio is closely related to a risk minimizing strategy (see discussion on page 547 in [17]) since it is solved by means of GKW decomposition. Tankov's formula is in terms of integrals of the Fourier transforms of the payoff and the characteristic function of the corresponding Lévy process. In this paper we generalize the technique introduced by Tankov [18] and apply them to pricing problem on a market with one risky asset which is subject to credit risk. The credit risk in our setup is modelled by a credit rating process which is assumed to be a finite state Markov chain whose evolution influences on the dynamic of a risky assets. We obtain formulae which are expressed by means of integral of Fourier transform of functions which appear in the payment process and a discounted conditional characteristic function of $\log$ prices. The paper is organised in the following way. In Section 2 we present, following [9], a model of market and methods of pricing and hedging using partial integro-differential equations (PIDE's). Since these results are not easy to implement in practice we develop theory giving results in terms of Fourier transforms, which are easy to implement numerically. It is done in Section 3. In Theorem 3 we give a price of a single payoff, in Theorem 5 an ex-dividend price of payments stream process $D$ and in Theorem 7 the risk minimization strategy for $D$.

## 2. DESCRIPTION OF A MODEL

### 2.1. DESCRIPTION OF A (JUMP-DIFFUSION) MARKET MODEL

We consider a market on which there exists a bank account and we trade risky assets. We assume that the trading holds on interval $\left[0, T^{*}\right]$ with $T^{*}<\infty$. Our model of market takes into account ratings and jumps of price processes. These are modelled by a multidimensional process $(S, C)$ on some filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$. The process $S$ is a process of price of tradable risky asset and the process $C$ takes values in a finite state space $\mathcal{K}=\{1, \ldots, K\}$. It could be interpreted as a credit rating of company, so $C_{u}$ represents a credit rating at time $u \leq T^{*}$ of a company whose stock price is given by $S$. We suppose that the investor can invest in a money account with the price process, denoted by $B$, depending on economic conditions of market which are described by the rating system $C$. The process $B$ is given by a unique solution to

$$
\begin{equation*}
d B_{u}=\mathfrak{r}\left(C_{u-}\right) B_{u} d u, \quad B_{0}=1, \quad u \in\left[0, T^{*}\right], \tag{1}
\end{equation*}
$$

where $\mathfrak{r}$ is a measurable and deterministic bounded function. Let $\beta$ denote the discount factor process, i.e.,

$$
\beta_{t}=B_{t}^{-1} . \quad t \in[0, T] .
$$

We also assume that the evolution of prices depends on credit rating or economic conditions of market which are described by $C$. So, we assume that our model is described by SDE in which the credit rating of company have impact on asset prices $S$ by influence on drift and volatility. Moreover, a change in credit rating from $j$ to $k$ at time $u$ causes a jump in prices of size $\left(e^{\Psi^{j, k}}-1\right)$ in percentages. Taking into account these considerations we assume that the evolution of $(S, C)$ is given as a unique weak solution of the following SDE

$$
\begin{align*}
& d S_{t}= S_{t-}\left(\mathfrak{r}\left(C_{t-}\right) d t+\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\int_{\mathbb{R}^{n}}\left(e^{\left\langle\Sigma\left(C_{t-}\right), x\right\rangle}-1\right) \widetilde{\pi}(d x, d t)\right.  \tag{2}\\
&\left.+\sum_{j, k \in \mathcal{K}: k \neq j}\left(e^{\Psi j, k}-1\right) \mathbb{1}_{\{j\}}\left(C_{t-}\right) d \widetilde{M}_{t}^{j, k}\right), \\
& d C_{t}=\sum_{j, k \in \mathcal{K}: k \neq j}(k-j) \mathbb{1}_{\{j\}}\left(C_{t-}\right) d N_{t}^{j, k},
\end{align*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the scalar product in $\mathbb{R}^{n}, \Sigma: \mathcal{K} \rightarrow \mathbb{R}^{n}, \Psi^{j, k} \in \mathbb{R}, W$ is a standard $n$-dimensional Wiener process, $N^{j, k}$ are independent Poisson processes with constant intensities $\lambda^{j, k}>0$ and $\pi(d x, d t)$ is a Poisson random measure on $\mathbb{R}^{n} \times\left[0, T^{*}\right]$ with the intensity measure $\rho(d x) d t$ satisfying, for some $m \geq 1$,

$$
\begin{equation*}
\int_{|x|>1} e^{2 m\langle\Sigma(i), x\rangle} \rho(d x)<\infty \quad \forall i \in \mathcal{K} . \tag{3}
\end{equation*}
$$

Moreover, $\widetilde{\pi}(d x, d t)$ is the compensated Poisson random measure, i.e.,

$$
\tilde{\pi}(d x, d t)=\pi(d x, d t)-\rho(d x) d t
$$

and $\widetilde{M}^{j, k}$ are compensated Poissson processes $N^{j, k}$ given by

$$
\widetilde{M}_{t}^{j, k}=N_{t}^{j, k}-\lambda^{j, k} t, \quad t \in\left[0, T^{*}\right] .
$$

Information available to the market participants is from an observation of process $(S, C)$.
Our model generalize a regime switching model with jumps, extensively studied amongs others by Chourdakis [3], Mijatovic and Pistorius [12] or Kim et al. [11] for which $\Psi^{j, k}=0$ in (2), so the part of dynamics driven by $M^{j, k}$ disappears. Note that the coefficients of SDE (2) satisfy standard assumptions (linear growth and Lipschitz conditions) for existence of a unique strong solution. We denote

$$
H_{u}^{j}=\mathbb{1}_{\left\{C_{u}=j\right\}}, \quad H_{u}^{j, k}=\int_{0}^{u} H_{v-}^{j} d H_{v}^{k}, \quad u \in\left[0, T^{*}\right]
$$

for $j, k \in \mathcal{K}, k \neq j$. The process $\left(H_{u}^{j, k}\right)_{u \in\left[0, T^{*}\right]}$ counts the number of jumps of $C$ from $j$ to $k$ up to time $u$ and we have (see e.g. [9]).

$$
H_{u}^{j, k}=\int_{0}^{u} H_{v-}^{j} d N_{v}^{j, k} .
$$

This and the martingale property of $\widetilde{M}^{j, k}$ imply that the process defined by

$$
\begin{equation*}
M_{u}^{j, k}:=H_{u}^{j, k}-\int_{0}^{u} H_{v-}^{j} \lambda^{j, k} d v, \quad u \in\left[0, T^{*}\right], \tag{4}
\end{equation*}
$$

is an $(\mathbb{F}, \mathbb{P})$-martingale. Thus in view of martingale characterization theorem (see e.g. Rogers and Williams [16]) the coordinate $C$ of solution $(S, C)$ is a Markov chain with the state space $\mathcal{K}$ and $\lambda^{j, k}$ can be interpreted as transition intensity of $C$. The drift term in (2) implies that the discounted prices of tradable assets $S$ are local martingales under the probability $\mathbb{P}$. So, $\mathbb{P}$ is a martingale measure, and hence there is no arbitrage on the market.

### 2.2. PRICING AND HEDGING VIA PIDE'S

We consider a contract between two parties, a seller (also called hedger) and a buyer, which specifies precisely the cash-flows between these two parties. These cash-flows are described by a càdlàg process $D$, i.e. $D_{t}$ represents accumulated payments (outflows as well as injections of cash from the buyer) up to time $t$. The process $D$ is called a payments stream process or a dividend process. Fix $T, T \leq T^{*}$. We consider here the dividend processes of the form

$$
\begin{equation*}
D_{t}=h\left(S_{T}, C_{T}\right) \mathbb{1}_{t \geq T}+\int_{0}^{t} g\left(S_{u}, C_{u}\right) d u+\sum_{j, k \in \mathcal{K}: k \neq j} \int_{0}^{t} Z^{j, k}\left(S_{u-}\right) d H_{u}^{j, k}, \tag{5}
\end{equation*}
$$

$0 \leq t \leq T^{*}$, where $h, g, Z^{j, k}$ are continuous in $s$ real-valued functions such that

$$
\begin{equation*}
\mathbb{E}\left|\int_{t}^{T} \beta_{t}^{-1} \beta_{u} d D_{u}\right|^{2}<\infty \quad \text { for all } t \in[0, T] \tag{6}
\end{equation*}
$$

This payments stream process describes the following payments:
(i) The promised payment $h\left(S_{T}, C_{T}\right)$ which is paid at time $T$.
(ii) The promised coupons which are paid instantaneously at intensity $g\left(S_{u}, C_{u}\right)$ in $[0, T]$.
(iii) The payments $Z^{j, k}\left(S_{u-}\right)$, which are paid at $u$ provided that there is a change in the rating $C$ from $j$ to $k$ at the moment $u$.

There are two fundamental problems that need to be studied for the financial contract introduced above, that is the pricing of the contract described by $D$ and the hedging of this contract. We solve these problems on the market with processes of prices described by equations (1) and (2). As we know from [10], the problem of pricing of $D$ boils down to computations of the ex-dividend price process, i.e.

$$
\begin{equation*}
V_{t}:=\beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{t}^{T} \beta_{u} g\left(S_{u}, C_{u}\right) d u+\sum_{j, k \in \mathcal{K}: k \neq j} \int_{t}^{T} \beta_{u} Z^{j, k}\left(S_{u-}\right) d H_{u}^{j, k} \mid \mathcal{F}_{t}\right) . \tag{7}
\end{equation*}
$$

One can price and hedge such claims via associated Cauchy problems as it has been described in our paper [9]. Indeed, it is clear from the exponential form of component $S$ of solution of (2), that $\mathfrak{D}=\mathbb{R}_{+} \times \mathcal{K}$ is an invariant set for (2). So, assuming that $h, g, Z^{j, k} \in \mathcal{C}_{m}(\mathfrak{D})$, where

$$
\mathcal{C}_{m}(\mathfrak{D})=\left\{u: \mathfrak{D} \rightarrow \mathbb{R}: u(\cdot, j) \text { is continuous and }|u(y, j)| \leq K\left(1+|y|^{m}\right) \quad \forall j \in \mathcal{K}\right\},
$$

and the function $v$ is a sufficiently smooth solution of the following Cauchy problem

$$
\begin{align*}
& \partial_{t} v(t, s, j)+\nabla v(t, s, j) \mathfrak{r}(j) s+\frac{1}{2} s|\Sigma(j)|^{2} \nabla^{2} v(t, s, j) \\
& \quad+\int_{\mathbb{R}^{n}}\left(v\left(t, s e^{\langle\Sigma(j), x\rangle}, j\right)-v(t, s, j)-\nabla v(t, s, j)\left(e^{\langle\Sigma(j), x\rangle}-1\right)\right) \rho(d x) \\
& \quad+\sum_{k \in \mathcal{K} \backslash j}\left(v\left(t, s e^{\Psi^{j, k}}, k\right)-v(t, s, j)-\nabla v(t, s, j)\left(e^{\Psi^{j, k}}-1\right)+Z^{j, k}(t, s)\right) \lambda^{j, k}  \tag{8}\\
& \quad+g(t, s, j)=0, \quad \quad(t, s, j) \in[0, T) \times \mathfrak{D}, \\
& v(T, s, j)=h(s, j), \quad \quad(s, j) \in \mathfrak{D},
\end{align*}
$$

it is clear by Theorem 3.1 in [9] that the ex-dividend price process is given by

$$
V_{t}=v\left(t, S_{t}, C_{t}\right) .
$$

The hedging problem is more complicated than the problem of pricing. First of all, the perfect hedging in the most cases is not possible, since the market introduced in Section 2.1 is usually incomplete. Thus, we need to specify the meaning of hedging that we wish to
execute. There are many concepts of hedging in the incomplete markets: the min-variance hedging, the indifference pricing or the (local) risk minimization amongst others. In this paper we will focus on the risk minimization approach introduced by Föllmer and Sondermann [7].

The idea of the risk minimization is to find a strategy which minimize the risk measured as a conditional variance of the remaining cost viewed from every time $t \leq T$. We denote by $(\varphi, \eta)$ a strategy that describes the number of assets held in the portfolio at time $t$, i.e. $\varphi$ is the number of risky assets and $\eta$ describes the financial position on the bank account. By Theorem 3.2 from [9] it follows that we can find a 0 -achieving risk-minimizing strategy for $D$ by means of solving the related Cauchy problem (8) and then some system of linear equations.

Using Theorem 3.2 from [9] we see that the component $\varphi$ has on the set $\left\{C_{t-}=j\right\}$ the representation

$$
\begin{aligned}
& \varphi_{t}=\left(\widehat{G}_{t}^{j}\right)^{-1}\left(|\Sigma(j)|^{2} \nabla v\left(t, S_{t-}, j\right)+\int_{\mathbb{R}^{n}}\left(e^{(\Sigma(j), x\rangle}-1\right) \frac{v\left(t, S_{t-} e^{(\Sigma(j), x\rangle}, j\right)-v\left(t, S_{t-}, j\right)}{S_{t-}} \rho(d x)\right. \\
&\left.+\sum_{k \in \mathcal{K}: k \neq j}\left(e^{\Psi^{j, k}}-1\right) \frac{\left(v\left(t, S_{t-} e^{\Psi^{j, k}}, k\right)-v\left(t, S_{t-}, j\right)+Z^{j, k}\left(t, S_{t-}\right)\right)}{S_{t-}} \lambda^{j, k}\right),
\end{aligned}
$$

where

$$
\widehat{G}_{t}^{j}:=\left(|\Sigma(j)|^{2}+\int_{\mathbb{R}^{n}}\left(e^{\langle\Sigma(j), x\rangle}-1\right)^{2} \rho(d x)+\left(\sum_{k \in \mathcal{K}: k \neq j}\left(e^{\Psi^{j, k}}-1\right)^{2} \lambda^{j, k}\right)\right) .
$$

and the component $\eta$ of optimal strategy is given by

$$
\eta_{t}=\beta_{t}\left(v\left(t, S_{t}, C_{t}\right) 1_{\{t<T\}}-\varphi_{t} S_{t}\right) .
$$

We can use Theorem 3.2 from [9] since condition (3) implies conditions (2.8) and (2.11) in [9].

## 3. PRICING AND HEDGING VIA FOURIER METHODS

In the previous section we described how problems of pricing and hedging can be solved using solutions of Cauchy problems. Now we will show, under some assumptions on functions $h, g, Z^{j, k}$, that we can find risk minimization strategy for $D$ given by (5) via Fourier transform methods.

As in the previous section we assume that $h, g, Z^{j, k} \in \mathcal{C}_{m}(\mathfrak{D})$. We start with the following lemma which is of fundamental importance in this paper. The lemma gives the dynamic of
the log-prices of risky asset as well as the formula for discounted conditional characteristic function of the the log-price process in terms of matrix valued linear ODE which can be solved numerically. This will enable us, subsequently, to use Fourier transform methods to compute conditional expectation in terms of the related ODEs and the Fourier transforms of some functions.

Lemma 1. Suppose that $(S, C)$ is a unique solution of the system of SDEs (2). Then $Y_{t}:=\ln S_{t}$ has the following dynamics

$$
\begin{align*}
Y_{t}:=Y_{0} & +\int_{0}^{t}\left(\mathfrak{r}\left(C_{s-}\right)-\mathcal{J}_{1}\left(-i \Sigma\left(C_{s-}\right)\right)-\mathcal{J}_{2}\left(C_{s-}\right)\right) d s+\int_{0}^{t}\left\langle\Sigma\left(C_{s-}\right), d L_{s}\right\rangle \\
& +\sum_{j, k \in \mathcal{K}, j \neq k} \Psi^{j, k} d H_{s}^{j, k}, \tag{9}
\end{align*}
$$

where $L$ is an $\mathbb{R}^{K}$-valued Levy process with the characteristic triple $(0, I d, \rho)$,

$$
\begin{align*}
& \mathcal{J}_{1}(u)=-\frac{\langle u, u\rangle}{2}+\int_{\mathbb{R}^{n}}\left(e^{i\langle u, x\rangle}-1-i\langle u, x\rangle \mathbb{1}_{\{|x| \leq 1\}}\right) \rho(d x),  \tag{10}\\
& \mathcal{J}_{2}(j)=\sum_{k \in \mathcal{K}, k \neq j}\left(e^{\Psi^{j, k}}-1\right) \lambda^{j, k} .
\end{align*}
$$

Moreover, for any $u \in \mathbb{R}$

$$
\begin{equation*}
\mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{i u Y_{T}} \mathbb{1}_{\left\{C_{T}=k\right\}} \mid \mathcal{F}_{t}\right)=e^{i u Y_{t}} \phi_{C_{t}, k}(t ; T, u) \tag{11}
\end{equation*}
$$

where $\phi(t ; T, u)=\left[\phi_{j, k}(t ; T, u)\right]_{j, k \in \mathcal{K}}$ is a solution to the system of matrix valued ODEs

$$
\begin{equation*}
d \phi(t ; T, u)^{\iota}=-(\Lambda+\Theta(u)) \phi(t ; T, u) d t, \quad \phi(T ; T, u)=\mathbb{I} \tag{12}
\end{equation*}
$$

with a matrix function $\Theta$ defined by

$$
\Theta_{j, k}(u)= \begin{cases}-\mathfrak{r}(j)+\mathcal{J}_{1}(u \Sigma(j))+i u\left(\mathfrak{r}(j)-\mathcal{J}_{1}(-i \Sigma(j))-\mathcal{J}_{2}(j)\right), & j=k \\ \lambda^{j, k}\left(e^{i u \Psi^{j}, k}-1\right), & j \neq k\end{cases}
$$

Proof. The first part follows from Itô's lemma. For the second part we use a Feynman-Kac argument. First we show that

$$
\begin{equation*}
v(t, y, j)=e^{i u y} \phi_{j, k}(t ; T, u) \tag{13}
\end{equation*}
$$

is a classical solution of a Cauchy problem

$$
\begin{equation*}
\left(\partial_{t}+\mathcal{A}\right) v(t, y, j)=\mathfrak{r}(j) v(t, y, j), \quad v(T, y, j)=e^{i u y} \mathbb{1}_{\{j=k\}} \tag{14}
\end{equation*}
$$

Indeed, under hypothesis (13) we have

$$
\partial_{y} v(t, y, j)=i u e^{i u y} \phi_{j, k}(t ; T, u), \quad \partial_{y y}^{2} v(t, y, j)=-u^{2} e^{i u y} \phi_{j, k}(t ; T, u),
$$

$$
\begin{aligned}
& v(t, y+\langle\Sigma(j), x\rangle, j)-v(t, y, j)-\partial_{y} v(t, y, j)\langle\Sigma(j), x\rangle \mathbb{1}_{\{|x| \leq 1\}} \\
&=e^{i u y} \phi_{j, k}(t ; T, u)\left(e^{i u\langle\Sigma(j), x\rangle}-1-i u\langle\Sigma(j), x\rangle \mathbb{1}_{|x| \leq 1}\right), \\
& v\left(t, y+\Psi^{j, m}, m\right)-v(t, y, j)=e^{i u y}\left(\phi_{m, k}(t ; T, u) e^{i u \Psi^{j, m}}-\phi_{j, k}(t ; T, u)\right)
\end{aligned}
$$

Hence, substituting these expressions in (14) and using (12) yield

$$
\begin{aligned}
& \left(\partial_{t}+\mathcal{A}\right) v(t, y, j)=e^{i u y}\left(\partial_{t} \phi_{j, k}(t ; T, u)+i u\left(\mathfrak{r}(j)-\mathcal{J}_{1}(-i \Sigma(j))-\mathcal{J}_{2}(j)\right) \phi_{j, k}(t ; T, u)\right. \\
& -\frac{\langle\Sigma(j), \Sigma(j)\rangle u^{2}}{2} \phi_{j, k}(t ; T, u)+\phi_{j, k}(t ; T, u) \int_{\mathbb{R}^{n}}\left(e^{i u\langle\Sigma(j), x\rangle}-1-i u\langle\Sigma(j), x\rangle \mathbb{1}_{|x| \leq 1}\right) \rho(d x) \\
& \left.+\sum_{m \in \mathcal{K}, m \neq j}\left(\phi_{m, k}(t ; T, u) e^{i u \Psi^{j, m}}-\phi_{j, k}(t ; T, u)\right) \lambda^{j, m}\right)=\mathfrak{r}(j) e^{i u y} \phi_{j, k}(t ; T, u)=\mathfrak{r}(j) v(t, y, j),
\end{aligned}
$$

which proves that $v$ solves the Cauchy problem (14). Thus, using Itô's lemma we obtain

$$
\begin{align*}
S_{t}^{i u} \phi_{C_{t}, k}(t ; T, u) \beta_{t} & =S_{0}^{i u} \phi_{C_{0}, k}(0 ; T, u)+i u \int_{0}^{t} \beta_{s} S_{s-}^{i u} \phi_{C_{s-}, k}(s ; T, u)\left\langle\Sigma\left(C_{s-}\right), d W_{s}\right\rangle \\
& +\int_{0}^{t} \int_{\mathbb{R}^{n}} \beta_{s} S_{s-}^{i u} \phi_{C_{s-}, k}(s ; T, u)\left(e^{i u \Sigma\left(C_{s-}\right) x}-1\right) \widetilde{\pi}(d s, d x)  \tag{15}\\
& +\int_{0}^{t} \sum_{j, m \in \mathcal{K}: m \neq j} \beta_{s} S_{s-}^{i u}\left(\phi_{m, k}(s ; T, u) e^{i u \Psi^{j, m}}-\phi_{j, k}(s ; T, u)\right) d M_{s}^{j, m} .
\end{align*}
$$

This shows that $\left(S_{t}^{i u} \phi_{C_{t}, k}(t ; T, u) \beta_{t}\right)_{t \in[0, T]}$ is a local martingale. Now, we note that it is uniformly integrable and hence it is a martingale.

Remark 2. Equality (11) is also valid for $u \in \mathbb{C}$ satisfying an additional assumption. Let $u=a+i b \in \mathbb{C}$ be such that

$$
b \Sigma(i) \in\left\{v: \int_{|x|>1}\left(e^{2\langle v, x\rangle}+e^{\langle v, x\rangle}\right) \rho(d x)<\infty\right\}
$$

for every $i \in \mathcal{K}$.
This assumption implies that

$$
\mathbb{E}\left(\sup _{t \in[0, T]}\left|S_{t}\right|^{2 b}\right)<\infty
$$

and hence $\left(S_{t}^{i u} \phi_{C_{t}, k}(t ; T, u) \beta_{t}\right)_{t \in[0, T]}$ is still uniformly integrable for such chosen complex number $u$.

Let us introduce some convenient notation. For a given function $g: \mathbb{R} \times \mathcal{K} \rightarrow \mathbb{R}$ by $g^{e}$ we denote the modified payoff function

$$
g^{e}(y, c):=g\left(e^{y}, c\right)
$$

and for a real number $R$ we denote by $g_{R}^{e}$ the dampened modified function $g^{e}$, i.e.

$$
g_{R}^{e}(y, k)=g^{e}(y, k) e^{-R y}=g\left(e^{y}, k\right) e^{-R y} .
$$

Moreover, by $\widehat{g}$ we denote the vector valued function $\widehat{g}(u)=(\widehat{g}(u, 1), \ldots \widehat{g}(u, K))^{\top}$, where $\widehat{g}(\cdot, c)$ is the Fourier transform of $g(\cdot, c)$, i.e.

$$
\widehat{g}(u, c):=\int_{\mathbb{R}} e^{i u y} g(y, c) d y
$$

Note that we (obviously) have

$$
\widehat{g_{R}^{e}}(u, c)=\widehat{g^{e}}(u+i R, c) .
$$

In the theorem below we show how the Fourier methods can be applied to solve the pricing problem for single payoff $h\left(S_{T}, C_{T}\right)$ at time $T \leq T^{*}$.

Theorem 3. Let $h$ be a given payoff function $h: \mathbb{R}_{+} \times \mathcal{K} \rightarrow \mathbb{R}$. Suppose that there exists $R$ such that:
i) the dampened modified payoff function $h_{R}^{e}$ has properties

$$
y \rightarrow h_{R}^{e}(y, k) \text { is in } L^{1}(\mathbb{R}) \cap \mathcal{C}_{b}(\mathbb{R}), \quad u \rightarrow \widehat{h_{R}^{e}}(u, k) \text { is in } L^{1}(\mathbb{R})
$$

ii)

$$
\mathbb{E} e^{R Y_{T}}<\infty
$$

Then

$$
\begin{equation*}
\beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right) \mid \mathcal{F}_{t}\right)=\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \phi(t ; T,-u-i R) \widehat{h^{e}}(u+i R)\right\rangle d u, \tag{16}
\end{equation*}
$$

where $\phi$ is the unique solution of $O D E$ (12) and

$$
H_{t}:=\left(\mathbb{1}_{\{1\}}\left(C_{t}\right), \ldots, \mathbb{1}_{\{K\}}\left(C_{t}\right)\right)^{\top}
$$

Proof. Recall that $S_{t}=e^{Y_{t}}$. We have

$$
\begin{aligned}
& \left.\left.\beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right) \mid \mathcal{F}_{t}\right) C_{T}\right) \mid \mathcal{F}_{t}\right)=\mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} h_{R}^{e}\left(Y_{T}, C_{T}\right) \mid \mathcal{F}_{t}\right) \\
& =\mathbb{E}\left(\left.\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} \frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i u Y_{T}} \widehat{h_{R}^{e}}\left(u, C_{T}\right) d u \right\rvert\, \mathcal{F}_{t}\right) .
\end{aligned}
$$

By assumption ii),

$$
\mathbb{E}\left(\int_{\mathbb{R}}\left|\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} e^{-i u Y_{T}} \widehat{h}_{R}^{e}\left(u, C_{T}\right)\right| d u\right) \leq K \mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{R Y_{T}}\right)<\infty,
$$

so we can apply the Fubini theorem and Lemma 1 in penultimate equality, which yield

$$
\begin{aligned}
& \beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right) \mid \mathcal{F}_{t}\right) \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} e^{-i u Y_{T}} \widehat{h_{R}^{e}}\left(u, C_{T}\right) \mid \mathcal{F}_{t}\right) d u \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} e^{-i u Y_{T}} \widehat{h^{e}}\left(u+i R, C_{T}\right) \mid \mathcal{F}_{t}\right) d u \\
& =\sum_{k \in \mathcal{K}} \frac{1}{2 \pi} \int_{\mathbb{R}} \mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{R Y_{T}} e^{-i u Y_{T}} \mathbb{1}_{\left\{C_{T}=k\right\}} \mid \mathcal{F}_{t}\right) \widehat{h^{e}}(u+i R, k) d u \\
& =\sum_{k \in \mathcal{K}} \frac{1}{2 \pi} \int_{\mathbb{R}} \mathbb{E}\left(\beta_{t}^{-1} \beta_{T} e^{i(-u-i R) Y_{T}} \mathbb{1}_{\left\{C_{T}=k\right\}} \mid \mathcal{F}_{t}\right) \widehat{h^{e}}(u+i R, k) d u \\
& =\sum_{k \in \mathcal{K}} \frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i Y_{t}(u+i R)} \phi_{C_{t}, k}(t ; T,-u-i R, k) \widehat{h^{e}}(u+i R, k) d u \\
& =\sum_{k \in \mathcal{K}} \frac{1}{2 \pi} \int_{\mathbb{R}} e^{Y_{t}(R-i u)} \phi_{C_{t}, k}(t ; T,-u-i R, k) \widehat{h^{e}}(u+i R, k) d u .
\end{aligned}
$$

The proof is complete.

In most cases formula (16) is applied for $t=0$, in such case (16) takes the form

$$
\begin{aligned}
\mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)\right) & =\frac{1}{2 \pi} \int_{\mathbb{R}} S_{0}^{R-i u}\left\langle H_{0}, \phi(0 ; T,-u-i R) \widehat{h^{e}}(u+i R)\right\rangle d u \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i y(u+i R)}\left\langle H_{0}, \phi(0 ; T,-(u+i R)) \widehat{h_{R}^{e}}(u)\right\rangle d u,
\end{aligned}
$$

where $y:=\ln S_{0}$. Note that the above integral involves $\widehat{h_{R}^{e}}$ which is the Fourier transform of modified dampened payoff function and $\phi(0 ; T, \cdot)$ which is the discounted characteristic function of log-prices at time $T$ (extended to complex domain cf. Remark 2). This integral can be efficiently approximated via Fast Fourier Transform methods provided that $\widehat{h_{R}^{e}}$ is known explicitly.

The following proposition follows from Theorem 3 and shows how the pricing problem can be solved by using a Fourier integral and a linear vector valued ODE:

Proposition 4. Let $h$ and $f$ be measurable functions $\mathbb{R}_{+} \times \mathcal{K} \mapsto \mathbb{R}$. Suppose that there exist a constant $R$ such that:
i) The functions

$$
\begin{array}{ll}
y \rightarrow h_{R}^{e}(y, k) & \text { and } \\
u \rightarrow f_{R}^{e}(y, k) \text { are in } L^{1}(\mathbb{R}) \cap \mathcal{C}_{b}(\mathbb{R}), \\
\widehat{h_{R}^{e}}(u, k) \quad \text { and } \quad u \rightarrow \widehat{f}_{R}^{e}(u, k) \text { are in } L^{1}(\mathbb{R}) .
\end{array}
$$

ii)

$$
\mathbb{E} \sup _{v \in[0, T]} e^{R Y_{v}}<\infty .
$$

Then

$$
\begin{equation*}
\beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{t}^{T} \beta_{v} f\left(S_{v}, C_{v}\right) d v \mid \mathcal{F}_{t}\right)=\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \Phi(t ; T, u+i R)\right\rangle d u, \tag{17}
\end{equation*}
$$

where $\Phi=\left(\Phi_{1}, \ldots, \Phi_{K}\right)^{\top}$ is a solution of the vector valued $O D E$

$$
\begin{equation*}
\partial_{t} \Phi(t, u)+(\Lambda+\Theta(-u)) \Phi(t, u)=-\widehat{f^{e}}(u), \quad \Phi(T, u)=\widehat{h^{e}}(u) . \tag{18}
\end{equation*}
$$

Proof. Note that the solution $\Phi$ of (18) can be written as

$$
\begin{equation*}
\Phi(t, u)=\phi(t ; T,-u) \widehat{h^{e}}(u)+\int_{t}^{T} \phi(t ; v,-u) \widehat{f^{e}}(u) d v \tag{19}
\end{equation*}
$$

where $\phi$ is a solution of ODE (12). Hence (17) is equivalent to

$$
\begin{array}{rl}
\beta_{t}^{-1} & \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{t}^{T} \beta_{v} f\left(S_{v}, C_{v}\right) d v \mid \mathcal{F}_{t}\right) \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \phi(t ; T,-u-i R) \widehat{h^{e}}(u+i R)+\int_{t}^{T} \phi(t ; v,-u-i R) \widehat{f^{e}}(u+i R) d v\right\rangle d u .
\end{array}
$$

Thus, in view of Theorem 3, it suffices to show that

$$
\beta_{t}^{-1} \mathbb{E}\left(\int_{t}^{T} \beta_{v} f\left(S_{v}, C_{v}\right) d v \mid \mathcal{F}_{t}\right)=\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \int_{t}^{T} \phi(t ; v,-u-i R) \widehat{f^{e}}(u+i R) d v\right\rangle d u .
$$

Towards this end, note that by the Fubini theorem and Theorem 3 we have

$$
\begin{array}{rl}
\beta_{t}^{-1} & \mathbb{E}\left(\int_{t}^{T} \beta_{v} f\left(S_{v}, C_{v}\right) d v \mid \mathcal{F}_{t}\right)=\int_{t}^{T} \mathbb{E}\left(\beta_{t}^{-1} \beta_{v} f\left(S_{v}, C_{v}\right) \mid \mathcal{F}_{t}\right) d v \\
& =\int_{t}^{T}\left(\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \phi(t ; v,-u-i R) \widehat{f^{e}}(u+i R)\right\rangle d u\right) d v \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \int_{t}^{T} \phi(t ; v,-u-i R) \widehat{f^{e}}(u+i R) d v\right\rangle d u
\end{array}
$$

This ends the proof.
Now we can summarize the above results and obtain the ex-dividend price of $D$ using Propostion 4, (5) and (7).

Theorem 5. Suppose that the payoff function $h: \mathbb{R}_{+} \times \mathcal{K} \mapsto \mathbb{R}$ and

$$
\begin{equation*}
f(y, j):=g(y, j)+\sum_{k \neq j} Z^{j, k}(y) \lambda^{j, k} . \tag{20}
\end{equation*}
$$

satisfy assumptions i) and ii) of Proposition 4. Then the ex-dividend price of $D$ is given by

$$
V_{t}=\frac{1}{2 \pi} \int_{\mathbb{R}} S_{t}^{R-i u}\left\langle H_{t}, \Phi(t ; T, u+i R)\right\rangle d u
$$

where $\Phi$ is the unique solution of the $O D E$ (18) with the function $f$ given by (20).

In the following lemma we show the dynamic of the process under the integral in formula (17). This result together with Proposition 4 will be used in the proof our second main result of the paper giving hedging strategy.

Lemma 6. Suppose that the assumptions of Proposition 4 are in force. Let $\Phi$ be the unique solution of ODE (18). Then

$$
\begin{align*}
d & \left(S_{t}^{R-i u} \Phi_{C_{t}}(t, T, u+i R)\right) \\
= & \left.S_{t-}^{R-i u} \Phi_{C_{t-}}(t, T, u+i R)\right)\left[(R-i u)\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1\right) \tilde{\pi}(d s, d y)\right] \\
& +\sum_{k, j: j \neq k} S_{t-}^{R-i u}\left(\Phi_{k}(t, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(t, T, u+i R)\right) d M_{t}^{j, k} \\
& \left.+S_{t-}^{R-i u}\left(\Phi_{C_{t-}}(t, T, u+i R)\right) \mathfrak{r}\left(C_{t-}\right)-\widehat{f^{e}}\left(u+i R, C_{t-}\right)\right) d t . \tag{21}
\end{align*}
$$

Proof. Using integration by parts formula we have

$$
\begin{align*}
& \left.d\left(S_{t}^{R-i u} \Phi_{C_{t}}(t, T, u+i R)\right)=\left(d S_{t}^{R-i u}\right) \Phi_{C_{t}}(t, T, u+i R)\right)  \tag{22}\\
& \left.\quad+S_{t-}^{R-i u} d \Phi_{C_{t}}(t, T, u+i R)\right)+\Delta S_{t}^{R-i u} \Delta \Phi_{C_{t}}(t, T, u+i R) .
\end{align*}
$$

Now we calculate the components of the right hand side of (22). Using Itô's lemma note that

$$
\begin{aligned}
d S_{t}^{R-i u}= & (R-i u) S_{t-}^{R-i u} \frac{d S_{t}}{S_{t-}}+\frac{1}{2}(R-i u)(R-1-i u) S_{t}^{R-i u}\left\langle\Sigma\left(C_{t-}\right), \Sigma\left(C_{t-}\right)\right\rangle d t \\
& +S_{t-}^{R-i u}\left(\left(1+\frac{\Delta S_{t}}{S_{t-}}\right)^{R-i u}-1-(R-i u) \frac{\Delta S_{t}}{S_{t-}}\right) .
\end{aligned}
$$

Then substituting (2) we can write this in the form

$$
\begin{aligned}
d S_{t}^{R-i u}= & S_{t-}^{R-i u}\left((R-i u)\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\sum_{k, j \in \mathcal{K}: j \neq k}\left(e^{(R-i u) \Psi^{j, k}}-1\right) \mathbb{1}_{\{j\}}\left(C_{t-}\right) d M_{t}^{j, k}\right. \\
& \left.+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1\right) \widetilde{\pi}(d t, d y)+(R-i u) \mathfrak{r}\left(C_{t-}\right) d t\right) \\
& +\frac{1}{2}\left((R-i u)^{2}-(R-i u)\right) S_{t}^{R-i u}\left\langle\Sigma\left(C_{t-}\right), \Sigma\left(C_{t-}\right)\right\rangle d t \\
+ & S_{t-}^{R-i u} \sum_{k, j \in \mathcal{K}: j \neq k}\left(e^{\left.(R-i u) \Psi^{j, k}-1\right) \mathbb{1}_{\{j\}}\left(C_{t-}\right) \lambda^{j, k} d t}\right. \\
- & (R-i u) S_{t-}^{R-i u} \sum_{k, j \in \mathcal{K}: j \neq k}\left(e^{\Psi^{j, k}}-1\right) \mathbb{1}_{\{j\}}\left(C_{t-}\right) \lambda^{j, k} d t \\
& +S_{t-}^{R-i u} \int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1-(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle \mathbb{1}_{|y| \leq 1}\right) \rho(d y) d t \\
& -(R-i u) S_{t-}^{R-i u} \int_{\mathbb{R}^{n}}\left(e^{\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1-\left\langle\Sigma\left(C_{t-}\right), y\right\rangle \mathbb{1}_{|y| \leq 1}\right) \rho(d y) d t .
\end{aligned}
$$

This, in turn, can be written in terms of $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$ (see (10)) as

$$
\begin{align*}
& d S_{t}^{R-i u}=S_{t-}^{R-i u}\left[(R-i u)\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\sum_{k, j \in \mathcal{K}: j \neq k}\left(e^{(R-i u) \Psi^{j, k}}-1\right) \mathbb{1}_{\{j\}}\left(C_{t-}\right) d M_{t}^{j, k}\right. \\
& \quad+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1\right) \widetilde{\pi}(d t, d y)+\mathcal{J}_{1}(-(u+i R))+\sum_{k \neq C_{t-}} \Theta_{C_{t-}, k}(-(u+i R))  \tag{23}\\
& \left.\quad+(R-i u)\left(\mathfrak{r}\left(C_{t-}\right)-\mathcal{J}_{1}\left(-i \Sigma\left(C_{t-}\right)\right)-\mathcal{J}_{2}\left(C_{t-}\right)\right) d t\right] .
\end{align*}
$$

Now, let us calculate differential $d \Phi_{C_{t-}}(t ; T, u+i R)$. Applying Itô's lemma we obtain

$$
\begin{aligned}
& d \Phi_{C_{t-}}(t ; T, u+i R)=\sum_{k: k \neq C_{t-}}\left(\Phi_{k}(t ; T, u+i R)-\Phi_{C_{t-}}(t ; T, u+i R)\right) \lambda^{C_{t-}, k} d t \\
& \quad+\partial_{t} \Phi_{C_{t-}}(t ; T, u+i R) d t+\sum_{k, j: k \neq j}\left(\Phi_{k}(t ; T, u+i R)-\Phi_{j}(t ; T, u+i R)\right) d M_{t}^{j, k} .
\end{aligned}
$$

From (18) we get

$$
\begin{align*}
d \Phi_{C_{t-}}(t ; T, u+i R)= & -\left(\sum_{j} \Theta_{C_{t-}, j}(-u-i R) \Phi_{j}(t ; T, u+i R)+\widehat{f}^{e}\left(u+i R, C_{t-}\right)\right) d t \\
& +\sum_{k, j: j \neq k}\left(\Phi_{k}(t ; T, u+i R)-\Phi_{j}(t ; T, u+i R)\right) d M_{t}^{j, k} \tag{24}
\end{align*}
$$

Using this and (23) yield

$$
\begin{aligned}
& \Delta S_{t}^{R-i u} \Delta \Phi_{C_{t}}(t, T, u-i R)=S_{t-}^{R-i u}\left(\left(\frac{S_{t}}{S_{t-}}\right)^{R-i u}-1\right)\left(\Phi_{C_{t}}(t, T, u-i R)-\Phi_{C_{t-}}(t, T, u-i R)\right) \\
& =\sum_{k \neq C_{t-}} S_{t-}^{R-i u}\left(e^{(R-i u) \Psi^{C_{t-}, k}}-1\right)\left(\Phi_{k}(t, T, u-i R)-\Phi_{C_{t-}}(t, T, u-i R)\right) \\
& =S_{t-}^{R-i u}\left(\sum_{k \neq C_{t-}} \Theta_{C_{t-}, k}(-u-i R) \Phi_{k}(t, T, u-i R)\right. \\
& \left.\quad-\Phi_{C_{t-}}(t, T, u-i R) \sum_{k \neq C_{t-}} \Theta_{C_{t-}, k}(-u-i R)\right) d t \\
& \quad+\sum_{k, j: j \neq k} S_{t-}^{R-i u}\left(e^{(R-i u) \Psi j, k}-1\right)\left(\Phi_{k}(t, T, u-i R)-\Phi_{j}(t, T, u-i R)\right) d M_{t}^{j, k} .
\end{aligned}
$$

Substituting the above, (23) and (24) into (22) we obtain

$$
\begin{aligned}
& d\left(S_{t}^{R-i u} \Phi_{C_{t}}(t, T, u-i R)\right)= \\
& \left.=S_{t-}^{R-i u} \Phi_{C_{t-}}(t, T, u-i R)\right)\left((R-i u)\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\sum_{k, j \in \mathcal{K}: j \neq k}\left(e^{(R-i u) \Psi^{j, k}}-1\right) d M_{t}^{j, k}\right. \\
& \left.\quad+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1\right) \tilde{\pi}(d t, d y)\right) \\
& \left.+S_{t-}^{R-i u} \Phi_{C_{t-}}(t, T, u-i R)\right)\left[\mathcal{J}_{1}\left(-(u+i R) \Sigma\left(C_{t-}\right)\right)+\sum_{k \neq C_{t-}} \Theta_{C_{t-}, k}(-(u+i R))\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+(R-i u)\left(\mathfrak{r}\left(C_{t-}\right)-\mathcal{J}_{1}\left(-i \Sigma\left(C_{t-}\right)\right)-\mathcal{J}_{2}\left(C_{t-}\right)\right)\right] d t \\
& -S_{t-}^{R-i u}\left(\Theta_{C_{t-}, C_{t-}}(-u-i R) \Phi_{C_{t-}}(t ; T, u+i R)+\widehat{f^{e}}\left(u+i R, C_{t-}\right)\right) d t \\
& -S_{t-}^{R-i u}\left(\Phi_{C_{t-}}(t, T, u-i R) \sum_{k \neq C_{t-}} \Theta_{C_{t-}, k}(-u-i R)\right) d t \\
& \quad+\sum_{k, j \in \mathcal{K}: j \neq k} S_{t-}^{R-i u}\left(1+e^{(R-i u) \Psi^{j, k}}-1\right)\left(\Phi_{k}(t, T, u-i R)-\Phi_{j}(t, T, u-i R)\right) d M_{t}^{j, k} .
\end{aligned}
$$

This simplifies to

$$
\begin{aligned}
& d\left(S_{t}^{R-i u} \Phi_{C_{t}}(t, T, u-i R)\right) \\
& \left.=S_{t-}^{R-i u} \Phi_{C_{t-}}(t, T, u-i R)\right)\left((R-i u)\left\langle\Sigma\left(C_{t-}\right), d W_{t}\right\rangle+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{t-}\right), y\right\rangle}-1\right) \widetilde{\pi}(d t, d y)\right) \\
& \quad+\sum_{k, j \in \mathcal{K}: j \neq k} S_{t-}^{R-i u}\left(\Phi_{k}(t, T, u-i R) e^{(R-i u) \Psi j, k}-\Phi_{j}(t, T, u-i R)\right) d M_{t}^{j, k} \\
& \left.+S_{t-}^{R-i u} \Phi_{C_{t-}}(t, T, u-i R)\right)\left[\mathcal{J}_{1}\left(-(u+i R) \Sigma\left(C_{t-}\right)\right)+(R-i u)\left(\mathfrak{r}\left(C_{t-}\right)\right.\right. \\
& \\
& \left.\left.-\mathcal{J}_{1}\left(-i \Sigma\left(C_{t-}\right)\right)-\mathcal{J}_{2}\left(C_{t-}\right)\right)\right] d t \\
& -S_{t-}^{R-i u}\left(\Theta_{C_{t-}, C_{t-}}(-u-i R) \Phi_{C_{t-}}(t ; T, u+i R)+\widehat{f}^{e}\left(u+i R, C_{t-}\right)\right) d t .
\end{aligned}
$$

From the equality

$$
\begin{aligned}
& -\Theta_{C_{t-}, C_{t-}}(-u-i R) \\
& \quad=\mathfrak{r}\left(C_{t-}\right)-\mathcal{J}_{1}\left((-u-i R) \Sigma\left(C_{t-}\right)-i(-u-i R)\left(\mathfrak{r}\left(C_{t-}\right)-\mathcal{J}_{1}\left(-i \Sigma\left(C_{t-}\right)\right)-\mathcal{J}_{2}\left(C_{t-}\right)\right),\right.
\end{aligned}
$$

we obtain the asserted formula (21). The proof is now complete.
As we know from [13, Theorem 2.1] the crucial role for finding the risk minimizing strategy is played by the martingale $M$ defined by

$$
M_{t}:=\mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{0}^{T} \beta_{v} f\left(S_{v}, C_{v}\right) d v \mid \mathcal{F}_{t}\right),
$$

where $f$ is given by (20). We need to find the martingale representation of $M$ and to do this we use the stochastic Fubini theorem. So, we need to impose some integrability assumptions. Below we give two sets of assumptions which allow to apply stochastic Fubini theorem:
(A1): Let $\Phi$ be the unique solution of $\operatorname{ODE}(18)$ and assume that there exists a function $\theta: \mathbb{C} \rightarrow \mathbb{R}_{+}$such that $\theta(\cdot+i R) \in L^{1}(\mathbb{R})$ and which, for every $t \in[0, T]$, satisfies

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \frac{\left|\Phi_{C_{v-}}(v, T, u+i R)\right|^{2}}{\theta(u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}(R-i u)^{2}\left\langle\Sigma\left(C_{v-}\right), \Sigma\left(C_{v-}\right)\right\rangle d u\right] d v<\infty, \\
& \mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\left|\Phi_{C_{v-}}(v, T, u+i R)\right|^{2}}{\theta(u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}\left|e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right|^{2} \rho(d y) d u\right] d v<\infty,
\end{aligned}
$$

$$
\sum_{k, j: j \neq k} \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}}\left[\frac{\left|\Phi_{k}(v, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(v, T, u+i R)\right|^{2}}{\theta(u+i R)} \beta_{v}\left|S_{v-}^{(R-i u)}\right|^{2} H_{v-}^{j} \lambda^{j, k}\right] d u d v
$$

$$
<\infty .
$$

The second set of assumptions uses the functions which appears in the explicit form of solution (18) given by (19).
(A2): Let $\phi$ be the unique solution of ODE (12) and let us denote by $\phi_{j}$ the $j$-th row vector of the matrix $\phi$. Set

$$
\gamma_{j, k}(v, s, u)=e^{-i u \Psi^{j, k}} \phi_{k}(v, s, u)-\phi_{j}(v, s, u) .
$$

Suppose that there exist functions $\theta_{1}: \mathbb{C} \rightarrow \mathbb{R}_{+}$and $\theta_{2}:[0, T] \times \mathbb{C} \rightarrow \mathbb{R}_{+}$such that $\theta_{1}(\cdot+$ $i R) \in L^{1}(\mathbb{R})$ and $\theta_{2}(\cdot, \cdot+i R) \in L^{1}([0, T] \times \mathbb{R})$ and for every $t \in[0, T]$ the following integrability conditions hold

$$
\begin{gathered}
\mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \frac{\left|\phi(v, T, u+i R) \widehat{h^{e}}(u+i R)\right|^{2}}{\theta_{1}(u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}(R-i u)^{2}\left\langle\Sigma\left(C_{v-}\right), \Sigma\left(C_{v-}\right)\right\rangle d u\right] d v<\infty, \\
\mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \frac{\left|\phi(v, T, u+i R) \widehat{h^{e}}(u+i R)\right|^{2}}{\theta_{1}(u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}\left|e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right|^{2} \rho(d y) d u\right] d v \\
<\infty, \\
\sum_{k, j \in \mathcal{K}: j \neq k} \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}}\left[\frac{\left|\gamma_{j, k}(v, T, u+i R) \widehat{h^{e}}(u+i R)\right|^{2}}{\theta_{1}(u+i R)} \beta_{v}\left|S_{v-}^{(R-i u)}\right|^{2} H_{v-}^{j} \lambda^{j, k}\right] d u d v<\infty .
\end{gathered}
$$

and

$$
\begin{array}{r}
\mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \int_{v}^{T} \frac{\left|\phi(v, s, u+i R) \widehat{f^{e}}(u+i R)\right|^{2}}{\theta_{2}(s, u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}(R-i u)^{2}\left\langle\Sigma\left(C_{v-}\right), \Sigma\left(C_{v-}\right)\right\rangle d s d u\right] d v \\
<\infty, \\
\mathbb{E} \int_{0}^{t}\left[\int_{\mathbb{R}} \int_{\mathbb{R}^{d}} \int_{v}^{T} \frac{\left|\phi(v, s, u+i R) \widehat{f^{e}}(u+i R)\right|^{2}}{\theta_{2}(s, u+i R)} \beta_{v}^{2}\left|S_{v-}^{(R-i u)}\right|^{2}\left|e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right|^{2} d s\right. \\
\rho(d y) d u] d v<\infty,
\end{array}
$$

$$
\sum_{k, j \in \mathcal{K}: j \neq k} \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}} \int_{v}^{T}\left[\frac{\left|\gamma_{j, k}(v, s, u+i R) \widehat{f^{e}}(u+i R)\right|^{2}}{\theta_{2}(s, u+i R)} \beta_{v}\left|S_{v-}^{(R-i u)}\right|^{2} H_{v-}^{j} \lambda^{j, k}\right] d s d u d v<\infty
$$

The next theorem is the main result of the paper and generalize results of Tankov [18] obtained for exponential Lévy models. One can verify that in the case considered by Tankov [18] the set (A1) of assumptions are satisfied.

Theorem 7. Let $\Phi$ be the unique solution of the ODE (18) with the function a given by (20). Suppose that (A1) or (A2) holds. Then the risk minimization strategy for $D$ exists and is determined by the following investment in risky asset

$$
\begin{aligned}
& \varphi_{s}=\frac{1}{2 \pi} \int_{\mathbb{R}} S_{s-}^{R-1-i u} \frac{\left\langle H_{s-},(G(-u-i(R+1))-G(-u-i R)-L) \Phi(s, T, u+i R)\right\rangle}{\left\langle H_{s-},(G(-2 i)-2 G(-i)) \mathbb{1}\right\rangle} d u \\
&+\frac{1}{S_{s-}} \frac{\left\langle Z^{\top}\left(S_{s-}\right) H_{s-}, G(-i)^{\top} H_{s-}\right\rangle}{\left\langle H_{s-},(G(-2 i)-2 G(-i)) \mathbb{1}\right\rangle}
\end{aligned}
$$

where $\mathbb{1}=(1, \ldots, 1)^{\top} \in \mathbb{R}^{K}, G(u)$, for $u \in \mathbb{C}$, is a matrix given by

$$
G_{j, k}(u)= \begin{cases}\mathcal{J}_{1}(u \Sigma(j)) & j=k, \\ \lambda^{j, k}\left(e^{i u \Psi \Psi^{j, k}}-1\right) & j \neq k,\end{cases}
$$

and

$$
L=\operatorname{diag}(G(-i) \mathbb{1})
$$

Proof. Let $M$ be the martingale defined by

$$
M_{t}:=\mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{0}^{T} \beta_{v} g\left(S_{v}, C_{v}\right) d v+\sum_{j, k: j \neq k} \int_{0}^{T} \beta_{v} Z^{j, k}\left(S_{v-}\right) d H_{v}^{j, k} \mid \mathcal{F}_{t}\right),
$$

By [13, Theorem 2.1] the position in risky asset in the risk minimization strategy is given by

$$
\varphi_{v}=\frac{d\langle\langle M, S \beta\rangle\rangle_{v}}{d\langle\langle S \beta\rangle\rangle_{v}},
$$

where $\langle\langle\cdot, \cdot\rangle\rangle$ denotes angle bracket (predictable quadratic covariation). We note that using (2) and the definition of $G$ one can verify in a standard way that

$$
d\langle\langle S \beta\rangle\rangle_{v}=\left(S_{v-} \beta_{v}\right)^{2}\left\langle H_{v-},(G(-2 i)-2 G(-i)) \mathbb{1}\right\rangle d v .
$$

Now we compute $d\langle\langle M, S \beta\rangle\rangle_{v}$. Towards this end we will find the martingale representation of $M$. We start with rewriting the martingale $M$ in the form

$$
\begin{align*}
M_{t}= & \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{t}^{T} \beta_{v} g\left(S_{v}, C_{v}\right) d v+\sum_{j, k \in \mathcal{K}: j \neq k} \int_{t}^{T} \beta_{v} Z^{j, k}\left(S_{v-}\right) d H_{v}^{j, k} \mid \mathcal{F}_{t}\right) \\
& +\int_{0}^{t} \beta_{v} g\left(S_{v}, C_{v}\right) d v+\sum_{j, k \in \mathcal{K}: j \neq k} \int_{0}^{t} \beta_{v} Z^{j, k}\left(S_{v-}\right) d H_{v}^{j, k} \\
= & \beta_{t}\left(\beta_{t}^{-1} \mathbb{E}\left(\beta_{T} h\left(S_{T}, C_{T}\right)+\int_{t}^{T} \beta_{v}\left(g\left(S_{v-}, C_{v-}\right)+\sum_{k \neq C_{v-}} Z^{C_{v-}, k}\left(S_{v-}\right) \lambda^{C_{v-}, k}\right) d v \mid \mathcal{F}_{t}\right)\right) \\
& +\int_{0}^{t} \beta_{v}\left(g\left(S_{v-}, C_{v-}\right)+\sum_{k \neq C_{v-}} Z^{C_{v-}-k}\left(S_{v-}\right) \lambda^{C_{v-}, k}\right) d v+\sum_{j, k \in \mathcal{K}: j \neq k} \int_{0}^{t} \beta_{v} Z^{j, k}\left(S_{v-}\right) d M_{v}^{j, k} \\
= & \frac{1}{2 \pi} \int_{\mathbb{R}}\left[\beta_{t} S_{t}^{R-i u}\left\langle H_{t}, \Phi(t ; T, u+i R)\right\rangle+\int_{0}^{t} \beta_{v} S_{v}^{R-i u} \widehat{f}\left(u+i R, C_{v-}\right) d v\right] d u \\
& +\sum_{j, k \in \mathcal{K}: j \neq k} \int_{0}^{t} \beta_{v} Z^{j, k}\left(S_{v-}\right) d M_{v}^{j, k}, \tag{25}
\end{align*}
$$

where in the third equality we have used (17) and the Fourier inversion formula. Now, using (21) and integration by parts we arrive at a formula for the dynamic of the first term under the integral in (25)

$$
\begin{aligned}
& d\left(\beta_{v} S_{v}^{R-i u} \Phi_{C_{v}}(v, T, u+i R)\right) \\
& \left.=\beta_{v} S_{v-}^{R-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)\left[(R-i u)\left\langle\Sigma\left(C_{v-}\right), d W_{v}\right\rangle+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right) \widetilde{\pi}(d v, d y)\right] \\
& \quad+\sum_{j, k \in \mathcal{K}: k \neq j} \beta_{v} S_{v-}^{R-i u}\left(\Phi_{k}(v, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(v, T, u+i R)\right) d M_{v}^{j, k} \\
& \quad-\beta_{v} S_{v-}^{R-i u} \widehat{f}^{e}\left(u+i R, C_{v-}\right) d v .
\end{aligned}
$$

Hence (25) takes the form

$$
\begin{align*}
& \left.M_{t}=M_{0}+\frac{1}{2 \pi} \int_{\mathbb{R}} \int_{0}^{t} \beta_{v} S_{v-}^{R-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)(R-i u)\left\langle\Sigma\left(C_{v-}\right), d W_{v}\right\rangle d u \\
& \left.+\frac{1}{2 \pi} \int_{\mathbb{R}} \int_{0}^{t} \beta_{v} S_{v-}^{R-i u} \Phi_{C_{v-}}(v, T, u+i R)\right) \int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right) \widetilde{\pi}(d v, d y) d u \\
& +\frac{1}{2 \pi} \int_{\mathbb{R}}\left[\int_{0}^{t} \sum_{j, k: j \neq k} \beta_{v} S_{v-}^{R-i u}\left(\Phi_{k}(v, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(v, T, u+i R)\right) d M_{v}^{j, k}\right] d u  \tag{26}\\
& +\sum_{j, k \in \mathcal{K}: j \neq k} \int_{0}^{t} \beta_{v} Z^{j, k}\left(S_{v-}\right) d M_{v}^{j, k} .
\end{align*}
$$

Now, using stochastic Fubini theorems (which is allowed under our assumptions) we obtain a martingale representation of $M$

$$
\begin{aligned}
& \left.M_{t}=M_{0}+\int_{0}^{t}\left\langle\frac{1}{2 \pi} \int_{\mathbb{R}} \beta_{v} S_{v-}^{R-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)(R-i u) \Sigma\left(C_{v-}\right) d u, d W_{v}\right\rangle \\
& \left.+\int_{0}^{t} \int_{\mathbb{R}^{n}}\left[\frac{1}{2 \pi} \int_{\mathbb{R}} \beta_{v} S_{v-}^{R-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)\left(e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right) d u\right] \tilde{\pi}(d v, d y) \\
& +\int_{0}^{t} \sum_{j, k: j \neq k}\left[\frac{1}{2 \pi} \int_{\mathbb{R}} \beta_{v} S_{v-}^{R-i u}\left(\Phi_{k}(v, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(v, T, u+i R)\right) d u\right] d M_{v}^{j, k} \\
& +\sum_{j, k \in \mathcal{K}: j \neq k} \int_{0}^{t} \beta_{v} Z^{j, k}\left(S_{v-}\right) d M_{v}^{j, k} .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& \frac{d\langle\langle M, S \beta\rangle\rangle_{v}}{d v}=\left(\beta_{v} S_{v-}\right)^{2} \frac{1}{2 \pi}\left(\int_{\mathbb{R}} S_{v-}^{R-1-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)\left[(R-i u)\left\langle\Sigma\left(C_{v-}\right), \Sigma\left(C_{v-}\right)\right\rangle\right] d u \\
& \left.+\int_{\mathbb{R}} S_{v-}^{R-1-i u} \Phi_{C_{v-}}(v, T, u+i R)\right)\left[\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right)\left(e^{\left\langle\Sigma\left(C_{v-}\right), y\right\rangle}-1\right) \rho(d y)\right] d u \\
& \left.+\int_{\mathbb{R}} S_{v-}^{R-1-i u}\left[\sum_{j, k: j \neq k}\left(\Phi_{k}(v, T, u+i R) e^{(R-i u) \Psi^{j, k}}-\Phi_{j}(v, T, u+i R)\right)\left(e^{\Psi j, k}-1\right) H_{v-}^{j} \lambda^{j, k}\right] d u\right) \\
& +\sum_{j, k \in \mathcal{K}: j \neq k} \beta_{v}^{2} S_{v-} Z^{j, k}\left(S_{v-}\right)\left(e^{\Psi^{j, k}}-1\right) H_{v-}^{j} \lambda^{j, k}
\end{aligned}
$$

$$
\begin{aligned}
&=\left(\beta_{v} S_{v-}\right)^{2}\left(\frac{1}{2 \pi} \int_{\mathbb{R}} S_{v-}^{R-1-i u}\left[\sum_{k \in \mathcal{K}} \widetilde{G}_{C_{v-}, k}(R-i u) \Phi_{k}(v, T, u+i R)\right] d u\right. \\
&\left.+\sum_{j, k: j \neq k} S_{v-}^{-1} Z^{j, k}\left(S_{v-}\right)\left(e^{\Psi j, k}-1\right) H_{v-}^{j} \lambda^{j, k}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\widetilde{G}_{j, j}(R-i u):= & (R-i u)\langle\Sigma(j), \Sigma(j)\rangle+\int_{\mathbb{R}^{n}}\left(e^{(R-i u)\langle\Sigma(j), y\rangle}-1\right)\left(e^{\langle\Sigma(j), y\rangle}-1\right) \rho(d y) \\
& -\sum_{k \in \mathcal{K}: k \neq j}\left(e^{\Psi^{j, k}}-1\right) \lambda^{j, k}
\end{aligned}
$$

and for $j \neq k$

$$
\widetilde{G}_{j, k}(R-i u):=e^{(R-i u) \Psi^{j, k}}\left(e^{\Psi^{j, k}}-1\right) \lambda^{j, k}
$$

Letting $Z^{j, j}=0$ we can write

$$
\sum_{j, k: j \neq k} S_{v-}^{-1} Z^{j, k}\left(S_{v-}\right)\left(e^{\Psi^{j, k}}-1\right) H_{v-}^{j} \lambda^{j, k}=\frac{1}{S_{s-}}\left\langle Z^{\top}\left(S_{s-}\right) H_{s-}, G(-i)^{\top} H_{s-}\right\rangle .
$$

So it remains to show that

$$
\widetilde{G}(R-i u)=G(-u-i(R+1))-G(-u-i R)-\operatorname{diag}(G(-i) \mathbb{1}) .
$$

One can easily verify that

$$
\begin{aligned}
& {\left[(R-i u)\langle\Sigma(j), \Sigma(j)\rangle+\int_{\mathbb{R}_{n}}\left(e^{\Sigma(j) x}-1\right)\left(e^{(R-i u) \Sigma(j) x}-1\right) v(d x)\right]} \\
& \quad=\mathcal{J}_{1}((-u-i(R+1)) \Sigma(j))-\mathcal{J}_{1}((-u-i R) \Sigma(j))-\mathcal{J}_{1}(-i \Sigma(j)) .
\end{aligned}
$$

This implies, for any $j \in \mathcal{K}$, that

$$
\begin{aligned}
\widetilde{G}_{j, j}(R-i u) & =\mathcal{J}_{1}((-u-i(R+1)) \Sigma(j))-\mathcal{J}_{1}((-u-i R) \Sigma(j))-\mathcal{J}_{1}(-i \Sigma(j))-\mathcal{J}_{2}(j) \\
& =G_{j, j}(-u-i(R+1))-G_{j, j}(-u-i R)-(G(-i) \mathbb{1})_{j, j} .
\end{aligned}
$$

Now let us consider off-diagonal elements of $\widetilde{G}$. We fix $j, k \in \mathcal{K}, j \neq k$ and note that

$$
\begin{aligned}
\widetilde{G}_{j, k}(R-i u) & =\left(e^{(R+1-i u) \Psi^{j, k}}-e^{(R-i u) \Psi^{j, k}}\right) \lambda^{j, k} \\
& =\left(e^{(R+1-i u) \Psi^{j, k}}-1\right) \lambda^{j, k}-\left(e^{(R-i u) \Psi j, k}-1\right) \lambda^{j, k} \\
& =G_{j, k}(-u-i(R+1))-G_{j, k}(-u-i R)-(\operatorname{diag}(G(-i) \mathbb{1}))_{j, k} .
\end{aligned}
$$

The proof is now complete.
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#### Abstract

In the paper we present two optimal stopping problems with a change of structure of rewards at random time (called disorder time). The considered problems can be formulated as follows: a decision maker observes offers which appear at jump times of a Poisson process. The decision concerning the acceptance or the rejection of a presented offer is made at the moment of its appearance. Once rejected, the offer cannot be considered again. A reward for the decision maker is equal to the discounted value of the selected offer. The distribution of offers can change at random time. In the first problem we assume that the decision maker does not know if the disorder time has appeared or not. In the second one the decision maker knows it. The aim of the decision maker in both problems is to maximize the expected reward. In the paper, an explicit solution of both problems and their comparison is presented. The influence of the knowledge of the disorder time on the value of optimal mean reward is analysed.
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## 1. INTRODUCTION

The paper is inspired by the Elfving problem ([6], see also [4]). The Elfving problem is an optimal stopping problem of independent, identically distributed random variables observed sequentially at jump times of a Poisson process. The problem can be interpreted as follows: we want to sell some commodity (for example a car or a house). At random times we obtain offers, one at a time. The decision about the acceptance or the rejection of an offer must be made at the time of its appearance. Once rejected, the offer cannot be taken into consideration again. If we decide to accept the offer, we obtain a reward equal to the discounted value of
the offer. Our aim is to maximize the expected reward from the sale. Contrary to the Elfving problem, we do not assume that the offers have the same distribution, that is, we allow the distribution of the offers to change at random time. Such time is called the disorder time.

The Elfving problem was formulated and solved in [6] and analysed subsequently in [22], where an assumption was removed from the problem (see also [4]). Next, the problem was modified and extended in different directions. In [5] renewal process and random horizon with Gamma distribution was introduced. In [19] the assumption that rewards constitute a Markov chain was considered. Random horizon in the Elfving problem was introduced in [7] and in [12], where, additionally, a cost function was taken into consideration. Random starting time of decision process was introduced in [10]. Multiperson games with rewards the same as in the Elfving problem were presented in [8] and [16]. The allocation problem inspired by the Elfving problem was considered in [1] and [9]. The Elfving problem was generalized to multiple stopping problem in [23] and [24] and to multiple stopping problem with random horizon in [14].

An optimal stopping problem in which the distribution of offers changes at random time was introduced in [21]. The author considered the sequence of rewards $\left\{G_{i}\right\}_{i=1}^{n}, n<\infty$ where distribution of $G_{i}$ changes at random time. The offers have a uniform distribution before and after the change but the distribution before the change stochastically dominates the distribution after the change. The goal of the decision is to maximize the expected reward at all stopping times $\tau$ with respect to $\left\{\mathcal{F}_{i}\right\}_{i=1}^{n}$, where $\mathcal{F}_{i}=\sigma\left(G_{1}, \ldots, G_{i}\right)$. The paper [21] was generalized in [17] to the case with imperfect information about the offers. Additionally, in [17] the asymptotic behaviour of the solution was analysed. One-stopping problem with reward structures as in the Elfving problem and a change of distribution of offers at random time was considered in [15]. In [15], at each time it is known if the disorder time has appeared or not.

In [2] two optimal stopping problems with random number of offers (random horizon) are considered. In the first one it is assumed that the decision maker has full information about the random horizon, i.e. at the beginning of the decision process he knows when the random horizon will appear (in fact he knows how many offers he will receive). In the second one, the decision maker knows only if the random horizon has already appeared or not. The author analysed the dependencies between the optimal expected rewards in these problems and compared the value of the optimal expected rewards for different parameters.

Lately, the detection problem (i.e. the problem in which the objective is to find a strategy which immediately detects a change of distribution) with Poisson process, also called the disorder problem, was considered in [3], [20] and [25]. In [25] an extensive bibliography on the detection problem was presented.

In this paper we present two optimal stopping problems allowing a change of distribution of offers in the Elfving problem: Problem A, in which we do not have the information about the time of the change of the distribution of offers and Problem B, in which we have some knowledge about the disorder time, i.e. we only known if the disorder time has already appeared or not. In both cases we present differential equations which allow us to calculate the optimal expected rewards in those problems. The numerical examples are also presented.

## 2. FORMULATION OF TWO PROBLEMS

Let $(\Omega, \mathcal{F}, P)$ denote the basic probability space on which all random objects are considered. Let $0<T_{1}<T_{2}<\ldots$ be the jump times of a homogeneous Poisson process $N(t), t \geq 0$, with intensity 1 and $T_{0}=0$. Moreover, let $\left\{Y_{n}^{(1)}\right\}_{n=1}^{\infty}$ and $\left\{Y_{n}^{(2)}\right\}_{n=1}^{\infty}$ be two sequences of independent, non-negative random variables (offers) with distribution functions $F_{i}, i=1,2$, respectively. We assume that $\mu_{i}=E\left(Y_{1}^{(i)}\right)<\infty$ and $Y_{0}^{(i)}=0$ for $i=1,2$. Furthermore, there is a given discount function $r:[0, \infty) \rightarrow[0,1]$ such that $r$ is right-continuous, non-increasing, $r(0)=1$ and

$$
\int_{0}^{\infty} r(s) d s<\infty .
$$

Additionally, assume that $M$ is a non-negative random variable (called disorder time) with distribution function $F_{M}$ such that $E(M)<\infty$. We assume that the sequences $\left\{Y_{n}^{(1)}\right\}_{n=1}^{\infty}$, $\left\{Y_{n}^{(2)}\right\}_{n=1}^{\infty}$ and $\left\{T_{n}\right\}_{n=1}^{\infty}$ are independent and they are independent of $M$.

We will need some additional technical assumptions. We assume that one of the following three conditions is satisfied:
(i) $Y_{1}^{(i)}$ has a density $f_{i}$ which is continuous on $\mathbb{R}$ except for a finite number of points, where $i=1,2$.
(ii) $P\left(Y_{1}^{(1)}=0\right)=1$ and $Y_{1}^{(2)}$ has a density $f_{2}$ which is continuous on $\mathbb{R}$ except for a finite number of points.
(iii) $P\left(Y_{1}^{(2)}=0\right)=1$ and $Y_{1}^{(1)}$ has a density $f_{1}$ which is continuous on $\mathbb{R}$ except for a finite number of points.

Moreover, we assume that the functions $r$ and $F_{M}$ are discontinuous at most at a finite number of points. Let a set $\left\{s_{0}, \ldots, s_{k}\right\}$, where $0=s_{0}<s_{1}<\ldots<s_{k-1}<s_{k}=U, k<\infty$ and $U=\sup \{s>0: r(s)>0\}$, contain all points of discontinuity of function $r$ and all points of discontinuity of function $F_{M}$ on $[0, U)$ and points $a$ and $U_{M}$, where $a=\sup \left\{x \geq 0: F_{M}(x)\right.$ $=0\}, U_{M}=\inf \left\{s \geq 0: r_{1}(s)=0\right\}$,

$$
r_{1}(s)=r(s) \bar{F}_{M}(s),
$$

$\bar{F}_{M}(s)=1-F_{M}(s)$. We will also use the following notation:

$$
r_{2}(s)=r(s) F_{M}(s)
$$

where $s \in[0, \infty)$.
Let us introduce the following $\sigma$-fields:

$$
\mathcal{F}_{n}=\sigma\left(Y_{1}^{(1)}, \ldots, Y_{n}^{(1)}, Y_{1}^{(2)}, \ldots, Y_{n}^{(2)}, T_{1}, T_{2}, \ldots, T_{n}\right), \quad n \geq 1
$$

$$
\begin{aligned}
\mathcal{F}_{0}=\{\emptyset, \Omega\}, \mathcal{F}_{\infty}= & \sigma\left(\bigcup_{n \in \mathbb{N}_{0}} \mathcal{F}_{n}\right), \\
& \mathcal{G}_{n}=\sigma\left(\mathcal{F}_{n}, \sigma\left(\mathbb{I}\left(M>T_{0}\right), \ldots, \mathbb{I}\left(M>T_{n}\right)\right)\right), \quad n \geq 0,
\end{aligned}
$$

$\mathcal{G}_{\infty}=\sigma\left(\bigcup_{n \in \mathbb{N}_{0}} \mathcal{G}_{n}\right)$, where $\mathbb{I}(A)$ is the indicator function of an event $A$. Let us also introduce two sets of all stopping times $\mathcal{M}$ and $\mathcal{M}^{*}$, with respect to filtrations $\left\{\mathcal{F}_{n}\right\}_{n=0}^{\infty}$ and $\left\{\mathcal{G}_{n}\right\}_{n=0}^{\infty}$, respectively. Let $\mathcal{M}_{n}=\{\tau \in \mathcal{M}: \tau \geq n\}$ and $\mathcal{M}_{n}^{*}=\left\{\tau \in \mathcal{M}^{*}: \tau \geq n\right\}, n \geq 1$. Note that the considered stopping times can be equal to infinity with positive probability.

Let

$$
G_{n}=\left(Y_{n}^{(1)} \mathbb{I}\left(M>T_{n}\right)+Y_{n}^{(2)} \mathbb{I}\left(M \leq T_{n}\right)\right) r\left(T_{n}\right), \quad n \geq 0,
$$

$G_{\infty}=\limsup _{n \rightarrow \infty} G_{n}$. Random variable $G_{n}$ is interpreted as a reward obtained by the decision maker if the $n$th offer is accepted. Note that if the disorder time has not appeared yet (i.e. $M>T_{n}$ ), then the value of the offer is equal to $Y_{n}^{(1)}$, otherwise the value of the offer is $Y_{n}^{(2)}$.

In this paper, we will consider two optimal stopping problems called Problem A and Problem B. In Problem A we are looking for an optimal stopping time $\tau_{1} \in \mathcal{M}_{1}$ for the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ and the optimal expected reward $E\left(G_{\tau_{1}}\right)$ i.e.

$$
E\left(G_{\tau_{1}}\right)=\sup _{\tau \in \mathcal{M}_{1}} E\left(G_{\tau}\right)
$$

In Problem B we are looking for an optimal stopping time $\tau_{1}^{*} \in \mathcal{M}_{1}^{*}$ for the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ and the optimal expected reward $E\left(G_{\tau_{1}^{*}}\right)$ i.e.

$$
E\left(G_{\tau_{1}^{*}}\right)=\sup _{\tau \in \mathcal{M}_{1}^{*}} E\left(G_{\tau}\right) .
$$

Note that we are looking for the solution of the above problems in different sets of stopping times.

The motivation to consider these two problems is the following observation: it is obvious that

$$
\begin{equation*}
\sup _{\tau \in \mathcal{M}_{1}} E\left(G_{\tau}\right) \leq \sup _{\tau \in \mathcal{M}_{1}^{*}} E\left(G_{\tau}\right) . \tag{1}
\end{equation*}
$$

Now, the question is: Can the above inequality be replaced by equality? It is obvious that the answer for this question is yes if $P(M=m)=1$ for some $m \in \mathbb{R}$ or $P(M>U)=1$. In [7] (see also [15] for an alternative proof) it was proven that the answer is also yes if $P\left(Y_{1}^{(2)}=0\right)=1$. Another question is how big is the difference between the values of the optimal expected rewards in these problems? We will present examples showing that the difference can be substantial.

Since the case of $P(M>U)=1$ (which reduces it to the original Elfving problem) and the case of $P\left(Y_{1}^{2}=0\right)=1$ (which is the Elfving problem with random horizon) are already completely solved (see [6] or [4] and [7] or [15]), we will assume from now on that $P(M<$ $U)>0$ and one of the assumptions (i) or (ii) from this section is satisfied. Moreover, if $P\left(Y_{1}^{(1)}=0\right)=1$, we put $f_{1}(s)=0$ for $s \in \mathbb{R}$.

### 2.1. PROBLEM A

In this section, we present the solution of Problem A. The problem was formulated in [18] and is a generalization of the one considered in [11]. The method of solving this problem is based on [4, pp. 113-118].

For $u \geq 0$ define

$$
\begin{aligned}
& \tilde{G}_{n}(u)=Y_{n}^{(1)} r_{1}\left(u+T_{n}\right)+Y_{n}^{(2)} r_{2}\left(u+T_{n}\right), \quad n \in \mathbb{N}_{0}, \\
& \tilde{G}_{\infty}(u)=\underset{n \rightarrow \infty}{\limsup } \tilde{G}_{n}(u) .
\end{aligned}
$$

Let

$$
\tilde{G}_{n}=\tilde{G}_{n}(0), \quad n \geq 0
$$

Let us note that for $u \geq 0$ we have $E\left(\sum_{n=0}^{\infty} \tilde{G}_{n}(u)\right) \leq\left(\mu_{1}+\mu_{2}\right) \int_{0}^{\infty} r(u+x) d x<\infty$, hence $\tilde{G}_{\infty}(u)=\lim _{n \rightarrow \infty} \tilde{G}_{n}(u)=0, \quad$ and $E\left(\sup _{n>0} \tilde{G}_{n}(u)\right)<\infty$. Moreover, note that $E\left(\sum_{n=0}^{\infty} G_{n}\right) \leq\left(\mu_{1}+\mu_{2}\right) \int_{0}^{\infty} r(x) d x<\infty$, hence $G_{\infty}=\lim _{n \rightarrow \infty} G_{n}=0$, and $E\left(\sup _{n \geq 0} G_{n}\right)<\infty$. Hence, all considered expectations are well defined.

In the theorem below we will show that the optimal stopping problem of the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ in the set of stopping times $\mathcal{M}_{1}$ can be replaced by the optimal stopping problem of the sequence $\left\{\tilde{G}_{n}\right\}_{n=0}^{\infty}$ in the set $\mathcal{M}_{1}$.

Theorem 1. In the considered problem we have

$$
\sup _{\tau \in \mathcal{M}_{1}} E\left(G_{\tau}\right)=\sup _{\tau \in \mathcal{M}_{1}} E\left(\tilde{G}_{\tau}\right) .
$$

Proof. It is enough to show that for each $\tau \in \mathcal{M}_{1}$ we have $E\left(G_{\tau}\right)=E\left(\tilde{G}_{\tau}\right)$. Let $\tau \in \mathcal{M}_{1}$. Then

$$
E\left(G_{\tau}\right)=E\left(\sum_{n=1}^{\infty} G_{n} \mathbb{I}(\tau=n)\right)+E\left(G_{\infty} \mathbb{I}(\tau=\infty)\right)=\sum_{n=1}^{\infty} E\left(G_{n} \mathbb{I}(\tau=n)\right)+E\left(G_{\infty} \mathbb{I}(\tau=\infty)\right)
$$

Note that $G_{n}$ is a function of $\mathcal{F}_{n}$-measurable random variables and a random variable $M$ which is independent of $\mathcal{F}_{n}$. Hence $E\left(G_{n} \mathbb{I}(\tau=n)\right)=E\left(\tilde{G}_{n} \mathbb{I}(\tau=n)\right)$ for $n \in \mathbb{N}$. Additionally, we have $G_{\infty}=0$ and $\tilde{G}_{\infty}=\tilde{G}_{\infty}(0)=0$. Hence, we get the assertion.

To solve the optimal stopping problem for the reward sequence $\left\{\tilde{G}_{n}\right\}$ we will find an optimal stopping time $\tau_{1}(u) \in \mathcal{M}_{1}$ for the sequence $\left\{\tilde{G}_{n}(u)\right\}$ and the optimal expected reward $E\left(\tilde{G}_{\tau_{1}(u)}(u)\right)$ i.e.

$$
E\left(\tilde{G}_{\tau_{1}(u)}(u)\right)=\sup _{\tau \in \mathcal{M}_{1}} E\left(\tilde{G}_{\tau}(u)\right) .
$$

Introducing $u$ in the considered problem allows us to derive a differential equation for the optimal expected reward.

Theorem 2. There exists a Borel function $V: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$such that

$$
E\left(S_{n+1}(u) \mid \mathcal{F}_{n}\right)=V\left(u+T_{n}\right), \quad n \in \mathbb{N}_{0},
$$

where $S_{n}(u)=\operatorname{ess}_{\sup }^{\tau \in \mathcal{M}_{n}}{E\left(\tilde{G}_{\tau}(u) \mid \mathcal{F}_{n}\right), n \in \mathbb{N}_{0} .}$.

Proof. Note that $\left\{X_{n, u}, \mathcal{F}_{n}\right\}_{n=0}^{\infty}$, where $X_{n, u}=\left(Y_{n}^{(1)}, Y_{n}^{(2)}, u+T_{n}\right), u \geq 0$, is a homogeneous Markov chain. Moreover, $\tilde{G}_{n}(u)$ is a function of $X_{n, u}$ only. Hence, using [4, Thms. 4.7 and 5.2] we get the assertion.

In the theorem below we present the form of the optimal stopping time and the optimal expected reward for the sequence $\left\{\tilde{G}_{n}(u)\right\}_{n=0}^{\infty}$.

Proposition 3. Let $u \geq 0$. Then:
(i) The stopping time

$$
\begin{equation*}
\tau_{1}(u)=\inf \left\{n \geq 1: \tilde{G}_{n}(u) \geq V\left(u+T_{n}\right)\right\} \tag{2}
\end{equation*}
$$

is optimal in $\mathcal{M}_{1}$ for $\left\{\tilde{G}_{n}(u)\right\}_{n=0}^{\infty}$.
(ii)

$$
\begin{equation*}
\sup _{\tau \in \mathcal{M}_{1}} E\left(\tilde{G}_{\tau}(u)\right)=V(u) . \tag{3}
\end{equation*}
$$

Proof. The first part of the theorem follows from [4, Thm. 4.5', p. 82] and Theorem 2. The second one follows from [4, Thms 4.1 and 4.7] and Theorem 2.

Before we formulate the theorem presenting the distribution function of the random variable $T_{\tau_{1}(u)}$, we prove some properties of the function $V(u)$.

Proposition 4. $V(\cdot)$ is continuous on $[0, \infty)$.

Proof. Let $u_{1}, u_{2} \in[0, \infty)$. Using (3) we obtain

$$
\begin{aligned}
& \left|V\left(u_{1}\right)-V\left(u_{2}\right)\right| \leq \sup _{\tau \in \mathcal{M}_{1}}\left|E\left(\tilde{G}_{\tau}\left(u_{1}\right)\right)-E\left(\tilde{G}_{\tau}\left(u_{2}\right)\right)\right| \\
& \quad \leq \sup _{\tau \in \mathcal{M}_{1}}\left|E\left(Y_{\tau}^{(1)}\left(r_{1}\left(u_{1}+T_{\tau}\right)-r_{1}\left(u_{2}+T_{\tau}\right)\right)\right)\right|+\sup _{\tau \in \mathcal{M}_{1}}\left|E\left(Y_{\tau}^{(2)}\left(r_{2}\left(u_{1}+T_{\tau}\right)-r_{2}\left(u_{2}+T_{\tau}\right)\right)\right)\right| .
\end{aligned}
$$

For $i=1,2$ we have

$$
\begin{aligned}
\sup _{\tau \in \mathcal{M}_{1}}\left|E\left(Y_{\tau}^{(i)}\left(r_{i}\left(u_{1}+T_{\tau}\right)-r_{i}\left(u_{2}+T_{\tau}\right)\right)\right)\right| & \leq \sum_{n=1}^{\infty} E\left(Y_{n}^{(i)}\left|r_{i}\left(u_{1}+T_{n}\right)-r_{i}\left(u_{2}+T_{n}\right)\right|\right) \\
& =\mu_{i} \int_{0}^{\infty}\left|r_{i}\left(u_{1}+x\right)-r_{i}\left(u_{2}+x\right)\right| d x
\end{aligned}
$$

From monotonicity and boundedness of $r_{1}$ we get

$$
\int_{0}^{\infty}\left|r_{1}\left(u_{1}+x\right)-r_{1}\left(u_{2}+x\right)\right| d x \leq\left|u_{1}-u_{2}\right| .
$$

Additionally, from the definition of $r_{2}$ we obtain

$$
\begin{aligned}
& \left|r_{2}\left(u_{1}+x\right)-r_{2}\left(u_{2}+x\right)\right| \\
& \quad=\left|r\left(u_{1}+x\right)-r\left(u_{2}+x\right)+r\left(u_{2}+x\right) \bar{F}_{M}\left(u_{2}+x\right)-r\left(u_{1}+x\right) \bar{F}_{M}\left(u_{1}+x\right)\right| \\
& \quad \leq\left|r\left(u_{1}+x\right)-r\left(u_{2}+x\right)\right|+\left|r_{1}\left(u_{2}+x\right)-r_{1}\left(u_{1}+x\right)\right| .
\end{aligned}
$$

Hence using monotonicity and boundedness of the functions $r$ and $r_{1}$ we get

$$
\int_{0}^{\infty}\left|r_{2}\left(u_{1}+x\right)-r_{2}\left(u_{2}+x\right)\right| d x \leq 2\left|u_{1}-u_{2}\right| .
$$

Therefore,

$$
\left|V\left(u_{1}\right)-V\left(u_{2}\right)\right| \leq\left(\mu_{1}+2 \mu_{2}\right)\left|u_{1}-u_{2}\right| .
$$

Thus, the Lipschitz condition is satisfied.
Fact 5. $V(s)>0$ for $s \in[0, U)$. Moreover, if $U<\infty$, then $V(s)=0$ for $s \geq U$; if $U=\infty$, then $\lim _{s \rightarrow \infty} V(s)=0$.

Proof. Note that $V(s) \geq E\left(\tilde{G}_{1}(s)\right)>0$ for $s \in[0, U)$. If $U<\infty$ and $s \geq U$, then $r(x)=0$ for $x \geq s$, hence $V(s)=0$ for $s \geq U$. The last part follows from the inequality $V(s) \leq\left(\mu_{1}+\mu_{2}\right) \int_{s}^{\infty} r(x) d x$.

To find $\tau_{1}(u)$ and $V(u), u \in[0, U)$, we need to find the distribution of $T_{\tau_{1}(u)}$. Let

$$
f_{u}(v)=P\left(T_{\tau_{1}(u)}>v\right), \quad v \in[0, \infty) .
$$

Fact 6. The function $f_{u}$ is continuous on $[0, \infty)$ and $f_{u}(0)=1$.
For $x \geq 0$ define

$$
g(x, t)=P\left(Y_{1}^{(1)} r_{1}(x)+Y_{1}^{(2)} r_{2}(x)<t\right) .
$$

Then, for $x \geq 0$ we have $g(x, t)=0$ for $t \leq 0$. Moreover, for $x \geq 0$ and $t>0$,

$$
g(x, t)= \begin{cases}F_{1}\left(\frac{t}{r_{1}(x)}\right), & x \in[0, a) \vee\left(x=a \wedge F_{M}(a)=0\right),  \tag{4}\\ \int_{0}^{\infty} F_{2}\left(\frac{t-s r_{1}(x)}{r_{2}(x)}\right) f_{1}(s) d s+F_{2}\left(\frac{t}{r_{2}(x)}\right) P\left(Y_{1}^{(1)}=0\right), & x \in(a, U) \vee\left(x=a \wedge F_{M}(a)>0\right), \\ 1, & x \geq U\end{cases}
$$

Note that $0 \leq a<U$ from the assumption of the problem.
In the theorem below we present the form of the tail of distribution of the random variable $T_{\tau_{1}(u)}$.

Theorem 7. For $u \in[0, U)$ the function $f_{u}(\cdot)$ has the following form:

$$
f_{u}(v)=\left\{\begin{array}{lll}
1 & \text { for } v<0, \\
\exp \left(-\int_{u}^{u+v} 1-g(t, V(t)) d t\right) & \text { for } v \in[0, a-u), \\
f_{u}(a-u) \exp \left(-\int_{a}^{u+v} 1-g(t, V(t)) d t\right) & \text { for } v \in[\max \{0, a-u\}, U-u), \\
f_{u}(U-u) \exp (U-u-v) & \text { for } v \in[U-u, \infty) .
\end{array}\right.
$$

Proof. Before we start the main part of the proof, for $x_{1}, x_{2} \geq 0$ and $t \in \mathbb{R}$ let $g_{1}\left(x_{1}, x_{2}, t\right)=P\left(Y_{1}^{(1)} r_{1}\left(x_{1}\right)+Y_{1}^{(2)} r_{2}\left(x_{2}\right)<t\right)$. Note that $g_{1}\left(x_{1}, x_{2}, t\right)=0$ for $t \leq 0$ and $x_{1}, x_{2} \geq 0$. Moreover, for $t>0$ and $x_{1}, x_{2} \geq 0$ we have

$$
\begin{aligned}
& g_{1}\left(x_{1}, x_{2}, t\right) \\
& = \begin{cases}\int_{0}^{\infty} F_{2}\left(\frac{t-s r_{1}\left(x_{1}\right)}{r_{2}\left(x_{2}\right)}\right) f_{1}(s) d s & \\
+F_{2}\left(\frac{t}{r_{2}\left(x_{2}\right)}\right) P\left(Y_{1}^{(1)}=0\right), & x_{1} \geq 0 \wedge\left(x_{2} \in(a, U) \vee\left(x_{2}=a \wedge F_{M}(a)>0\right)\right), \\
F_{1}\left(\frac{t}{r_{1}\left(x_{1}\right)}\right), & x_{1}<U_{M} \wedge\left(x_{2} \in[0, a) \cup[U, \infty) \vee\left(x_{2}=a \wedge F_{M}(a)=0\right),\right. \\
1, & x_{1} \geq U_{M} \wedge\left(x_{2} \in[0, a) \cup[U, \infty) \vee\left(x_{2}=a \wedge F_{M}(a)=0\right)\right) .\end{cases}
\end{aligned}
$$

Now we can derive the formula for $f_{u}(v)$. Let $u \in[0, U)$. If $v<0$, then $f_{u}(v)=1$. Now assume that $v \geq 0$. For $h>0$ we have

$$
\begin{equation*}
f_{u}(v+h)=P_{1}+P_{2}+P_{3}, \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
& P_{1}=P\left(T_{\tau_{1}(u)}>v+h, \Delta N(v, v+h)=0\right), \\
& P_{2}=P\left(T_{\tau_{1}(u)}>v+h, \Delta N(v, v+h)=1\right), \\
& 0 \leq P_{3} \leq P(\Delta N(v, v+h) \geq 2)=1-(1+h) \exp (-h)
\end{aligned}
$$

and $\Delta N(v, v+h)=N(v+h)-N(v)$. Let $\mathcal{H}_{v}=\sigma\left(N(s), s \leq v, Y_{1}^{(1)}, \ldots, Y_{N(v)}^{(1)}, Y_{1}^{(2)}, \ldots, Y_{N(v)}^{(2)}\right)$. Then

$$
\begin{aligned}
P_{1} & =P\left(T_{\tau_{1}(u)}>v, \Delta N(v, v+h)=0\right)=P\left(\tau_{1}(u)>N(v), \Delta N(v, v+h)=0\right) \\
& =E\left(P\left(\tau_{1}(u)>N(v), \Delta N(v, v+h)=0 \mid \mathcal{H}_{v}\right)\right) \\
& =E\left(\mathbb{I}\left(\tau_{1}(u)>N(v)\right) P(\Delta N(v, v+h)=0)\right)=\exp (-h) f_{u}(v) .
\end{aligned}
$$

For $i=1,2$ define $x_{i}$ and $\tilde{x}_{i}$ such that $x_{i} \in(u+v, u+v+h], r_{i}\left(x_{i}\right)=\inf _{x \in(0, h]} r_{i}(u+v+x)$, $\tilde{x}_{i} \in(u+v, u+v+h]$ and $r_{i}\left(\tilde{x}_{i}\right)=\sup _{x \in(0, h]} r_{i}(u+v+x)$. Then

$$
\begin{aligned}
P_{2} & =P\left(T_{\tau_{1}(u)}>v, \Delta N(v, v+h)=1, \tilde{G}_{N(v)+1}(u)<V\left(u+T_{N(v)+1}\right)\right) \\
& \geq P\left(\tau_{1}(u)>N(v), \Delta N(v, v+h)=1, Y_{N(v)+1}^{(1)} r_{1}\left(\tilde{x}_{1}\right)+Y_{N(v)+1}^{(2)} r_{2}\left(\tilde{x}_{2}\right)<\inf _{x \in(0, h]} V(u+v+x)\right) \\
& =g_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}, \inf _{x \in(0, h]} V(u+v+x)\right) P\left(T_{\tau_{1}(u)}>v, \Delta N(v, v+h)=1\right) \\
& =g_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}, \inf _{x \in(0, h]} V(u+v+x)\right) h \exp (-h) f_{u}(v) .
\end{aligned}
$$

Similarly, we get

$$
P_{2} \leq g_{1}\left(x_{1}, x_{2}, \sup _{x \in(0, h]} V(u+v+x)\right) h \exp (-h) f_{u}(v) .
$$

Hence,

$$
\begin{aligned}
& \frac{\exp (-h) f_{u}(v)-f_{u}(v)+h \exp (-h) g_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}, \inf _{x \in(0, h]} V(u+v+x)\right) f_{u}(v)}{h} \\
& \leq \frac{f_{u}(v+h)-f_{u}(v)}{h} \leq \\
& \leq \frac{\exp (-h) f_{u}(v)-f_{u}(v)+h \exp (-h) g_{1}\left(x_{1}, x_{2}, \sup _{x \in(0, h]} V(u+v+x)\right) f_{u}(v)}{h} \\
& +\frac{1-\exp (-h)(1+h)}{h}
\end{aligned}
$$

Now, we will consider three cases. First, if $a>0$ and $0 \leq u+v<a$, then take $h>0$ such that $[u+v-h, u+v+h] \subset\left(s_{i}, s_{i+1}\right) \cap[0, a)$ for some $i \in\{0,1, \ldots, k-1\}$. Note that $\inf _{x \in(0, h]} V(u+v+x)>0$ and $\sup _{x \in(0, h]} V(u+v+x)>0$. Hence, $g_{1}$ is continuous in the considered interval as a result of selecting $x_{i}$ and $\tilde{x}_{i}$. Letting $h$ converge to zero and using the observation $g(x, t)=g_{1}(x, x, t)$ for $x \geq 0$ and $t>0$ we get $f_{u}^{\prime}\left(v^{+}\right)=f_{u}(v)(g(u+v, V(u+v))-1)$. Similarly, estimating $f_{u}(v)$ with $f_{u}(v-h)$ for $h>0$ we get $f_{u}^{\prime}\left(v^{-}\right)=f_{u}(v)(g(u+v, V(u+v))-1)$. Hence,

$$
f_{u}^{\prime}(v)=f_{u}(v)(g(u+v, V(u+v))-1)
$$

for $u+v \in\left(s_{i}, s_{i+1}\right) \cap[0, a), i \in\{0,1, \ldots, k-1\}$. Solving the above differential equation in each interval $\left(s_{i}, s_{i+1}\right)$ and using the boundary condition $f_{u}(0)=1$ and continuity of $f_{u}$ we get the assertion in this case.

Now, assume that $a \leq u+v<U$. Take $h>0$ such that $[u+v-h, u+v+h] \subset\left(s_{i}, s_{i+1}\right)$ $\cap[a, U)$ for some $i \in\{0,1, \ldots, k-1\}$. As a result of the selection of $u, v, h$ we obtain that $g_{1}$ is also continuous in this case. Hence, similarly to the previous case, we get $f_{u}^{\prime}(v)=f_{u}(v)(g(u+v, V(u+v))-1)$ for $u+v \in\left(s_{i}, s_{i+1}\right) \cap[a, U), i \in\{0,1, \ldots, k-1\}$. If $a>0$, then using continuity of function $f_{u}$ and the formula for $f_{u}(v)$ for $u+v \in[0, a)$ we get the boundary condition $f_{u}(a-u)$. If $a=0$, then the boundary condition becomes $f_{u}(a-u)=1$. Next, we solve the above differential equation with this boundary condition. Hence, using continuity of function $f_{u}$ we get $f_{u}$ for $a \leq u+v<U$.

Now, let us consider the last case. Assume that $u+v \geq U$. Take $h>0$ such that $u+v-h \geq U$. Note that $T_{N(v)+1}>v$, so $u+T_{N(v)+1}>U$. Hence, $r_{1}\left(u+T_{N(v)+1}\right)=0$ and $r_{2}\left(u+T_{N(v)+1}\right)=0$. Therefore, $V\left(u+T_{N(v)+1}\right)=0$ and $\tilde{G}_{N(v)+1}(u)=0$. Consequently, $P_{2}=0$. Hence, using (5), similarly to the first case, we get $f_{u}^{\prime}(v)=-f_{u}(v)$. This differential equation is solved with the boundary condition $f_{u}(U-u)$ given in the second case.

To find the function $V(u)$, we define a function $H(x, s)$ and prove two lemmas.

For $s>0$ and $x \in[0, \infty)$ define

$$
H(x, s)=E\left(\left(Y_{1}^{(1)} r_{1}(x)+Y_{1}^{(2)} r_{2}(x)\right) \mathbb{I}\left(Y_{1}^{(1)} r_{1}(x)+Y_{1}^{(2)} r_{2}(x) \geq s\right)\right)
$$

and for $s \in \mathbb{R}$

$$
H_{i}(s)=E\left(Y_{1}^{(i)} \mathbb{I}\left(Y_{1}^{(i)} \geq s\right)\right), \quad i=1,2
$$

Lemma 8. Let $s>0$ and $x \in[0, \infty)$. Then

$$
\begin{aligned}
& H(x, s) \\
& = \begin{cases}r_{1}(x) H_{1}\left(\frac{s}{r_{1}(x)}\right), & x \in[0, a) \vee\left(x=a \wedge F_{M}(a)=0\right), \\
\int_{0}^{\infty} f_{1}(y)\left(r_{2}(x) H_{2}\left(\frac{s-y r_{1}(x)}{r_{2}(x)}\right)+y r_{1}(x) \bar{F}_{2}\left(\frac{s-y r_{1}(x)}{r_{2}(x)}\right)\right) d y & \\
+r_{2}(x) P\left(Y_{1}^{(1)}=0\right) H_{2}\left(\frac{s}{r_{2}(x)}\right), & x \in(a, U) \vee\left(x=a \wedge F_{M}(a)>0\right), \\
0, & x \geq U .\end{cases}
\end{aligned}
$$

Proof. For $x \in[0, U)$ and $t>0$ we have

$$
\frac{\partial g(x, t)}{\partial t}= \begin{cases}f_{1}\left(\frac{t}{r_{1}(x)}\right) \frac{1}{r_{1}(x)}, & x \in[0, a) \vee\left(x=a \wedge F_{M}(a)=0\right),  \tag{6}\\ \int_{0}^{\infty} f_{2}\left(\frac{t-s r_{1}(x)}{r_{2}(x)}\right) \frac{f_{1}(s)}{r_{2}(x)} d s+f_{2}\left(\frac{t}{r_{2}(x)}\right) \frac{P\left(Y_{1}^{(1)}=0\right)}{r_{2}(x)}, & x \in(a, U) \vee\left(x=a \wedge F_{M}(a)>0\right), \\ 0, & x \geq U .\end{cases}
$$

Therefore,

$$
H(x, s)=\int_{s}^{\infty} t \cdot \frac{\partial g(x, t)}{\partial t} d t .
$$

Hence, using (6) for $x<U$ and the fact that $r_{1}(x)=r_{2}(x)=0$ for $x \geq U$ we get the assertion.

Lemma 9. For $u \in[0, U)$ on the event $\left\{T_{\tau_{1}(u)} \in[0, U-u)\right\}$ we have

$$
E\left(\tilde{G}_{\tau_{1}(u)}(u) \mid \tau_{1}(u), T_{\tau_{1}(u)}\right)=\frac{H\left(u+T_{\tau_{1}(u)}, V\left(u+T_{\tau_{1}(u)}\right)\right)}{1-g\left(u+T_{\tau_{1}(u)}, V\left(u+T_{\tau_{1}(u)}\right)\right)} .
$$

Moreover, if $U<\infty$, then on the event $\left\{T_{\tau_{1}(u)} \in[U-u, \infty)\right\}$ we have $E\left(\tilde{G}_{\tau_{1}(u)}(u) \mid \tau_{1}(u), T_{\tau_{1}(u)}\right)=0$.

Proof. First, we prove the first part of the lemma. Let $A=\left\{\tau_{1}(u)=k, T_{k} \in C\right\}$, where $C \in \mathcal{B}\left(\mathbb{R}_{0}^{+}\right), \quad k \in \mathbb{N}$. Let $D=C \cap[0, U-u)$ and $Z_{k-1}(u)=\left\{\tilde{G}_{1}(u)<V\left(u+T_{1}\right)\right.$, $\left.\tilde{G}_{2}(u)<V\left(u+T_{2}\right), \ldots, \tilde{G}_{k-1}<V\left(u+T_{k-1}\right)\right\}$. It is enough to show that

$$
\begin{equation*}
\int_{A} \tilde{G}_{\tau_{1}(u)}(u) \mathbb{I}\left(T_{\tau_{1}(u)} \in[0, U-u)\right) d P=\int_{A} \frac{H\left(u, V\left(u+T_{\tau_{1}(u)}\right)\right)}{1-g\left(u, V\left(u+T_{\tau_{1}(u)}\right)\right)} \mathbb{I}\left(T_{\tau_{1}(u)} \in[0, U-u)\right) d P . \tag{7}
\end{equation*}
$$

Using (2), we get that the left hand side of (7) is equal to

$$
\begin{aligned}
& E\left(\tilde{G}_{k}(u) \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u), \tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right)\right) \\
& =E\left(E\left(\tilde{G}_{k}(u) \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u), \tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right) \mid \tilde{G}_{1}(u), \ldots, \tilde{G}_{k-1}(u), T_{1}, \ldots, T_{k}\right)\right) \\
& =E\left(\mathbb{I}\left(T_{k} \in D, Z_{k-1}(u)\right) E\left(\tilde{G}_{k}(u) \mathbb{I}\left(\tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right) \mid T_{k}\right)\right) \\
& =E\left(\mathbb{I}\left(T_{k} \in D, Z_{k-1}(u)\right) H\left(u+T_{k}, V\left(u+T_{k}\right)\right)\right) .
\end{aligned}
$$

Moreover, the right hand side of (7) is equal to

$$
\begin{aligned}
& E\left(\frac{H\left(u+T_{k}, V\left(u+T_{k}\right)\right)}{1-g\left(u+T_{k}, V\left(u+T_{k}\right)\right)} \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u), \tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right)\right) \\
& =E\left(E \left(\frac{H\left(u+T_{k}, V\left(u+T_{k}\right)\right)}{1-g\left(u+T_{k}, V\left(u+T_{k}\right)\right)} \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u), \tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right)\right.\right. \\
& \left.\left.\quad \mid \tilde{G}_{1}(u), \ldots, \tilde{G}_{k-1}(u), T_{1}, \ldots, T_{k}\right)\right) \\
& =E\left(\frac{H\left(u+T_{k}, V\left(u+T_{k}\right)\right)}{1-g\left(u+T_{k}, V\left(u+T_{k}\right)\right)} \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u)\right) E\left(\mathbb{I}\left(\tilde{G}_{k}(u) \geq V\left(u+T_{k}\right)\right) \mid T_{k}\right)\right) \\
& =E\left(H\left(u+T_{k}, V\left(u+T_{k}\right)\right) \mathbb{I}\left(T_{k} \in D, Z_{k-1}(u)\right)\right) .
\end{aligned}
$$

Hence, we get (7).
The second part of the lemma follows from the assumption that $r(s)=0$ for $s \geq U$.

In the theorem below we present an integral equation satisfied by the function $V(u)$.
Theorem 10. Function $V(u)$ for $u \in[0, U)$ satisfies the following equation:

$$
\begin{equation*}
V(u)=\int_{u}^{U} H(v, V(v)) f_{u}(v-u) d v \tag{8}
\end{equation*}
$$

Proof. Let $u \in[0, U)$. Using Proposition 3 and Lemma 9 we get

$$
V(u)=\int_{0}^{\infty} \frac{H(u+v, V(u+v))}{1-g(u+v, V(u+v))} \cdot \frac{d\left(1-f_{u}(v)\right)}{d v} d v
$$

Hence, using the definition of $H(x, s)$ and Fact 5 we obtain $H(u+v, V(u+v))=0$ for $v \geq U-u$. Therefore, from Theorem 7 we get the assertion.

In the theorem below we show that the function $V(u)$ is uniquely determined by (8).
Theorem 11. Let $\tilde{V}(u)$ satisfy (8) for $u \in[0, U)$, and if $U<\infty$, let $\tilde{V}(u)=0$ for $u \geq U$. Then $\tilde{V}(u)=V(u)$ for $u \in[0, \infty)$.

Proof. Let $\tilde{V}$ satisfy the assumptions of the theorem. Define $\tilde{\tau}(u)=\inf \left\{n \geq 1: \tilde{G}_{n}(u) \geq\right.$ $\left.\tilde{V}\left(u+T_{n}\right)\right\}, u \geq 0$. Following the methods in Theorems 7 and 10 we get

$$
\begin{equation*}
E\left(\tilde{G}_{\tilde{\tau}(u)}(u)\right)=\tilde{V}(u) . \tag{9}
\end{equation*}
$$

Note that $\mathbb{I}(\tilde{\tau}(u) \geq 2) E\left(\tilde{G}_{\tilde{\tau}(u)}(u) \mid \mathcal{F}_{1}\right)=\mathbb{I}\left(\tilde{G}_{1}(u)<\tilde{V}\left(u+T_{1}\right)\right) \tilde{V}\left(u+T_{1}\right)$. Therefore,

$$
\begin{aligned}
\tilde{V}(u) & =E\left(\mathbb{I}(\tilde{\tau}(u)=1) \tilde{G}_{1}(u)+\mathbb{I}(\tilde{\tau}(u) \geq 2) E\left(\tilde{G}_{\tilde{\tau}(u)}(u) \mid \mathcal{F}_{1}\right)\right) \\
& =E\left(\mathbb{I}\left(\tilde{G}_{1}(u) \geq \tilde{V}\left(u+T_{1}\right)\right) \tilde{G}_{1}(u)+\mathbb{I}\left(\tilde{G}_{1}(u)<\tilde{V}\left(u+T_{1}\right)\right) \tilde{V}\left(u+T_{1}\right)\right) \\
& =E\left(\max \left\{\tilde{G}_{1}(u), \tilde{V}\left(u+T_{1}\right)\right\}\right) .
\end{aligned}
$$

Let $\tilde{S}\left(y_{1}, y_{2}, u\right)=\max \left\{y_{1} r_{1}(u)+y_{2} r_{2}(u), \tilde{V}(u)\right\} \quad$ for $\quad y_{1}, y_{2}, u \in[0, \infty)$. Hence, $E\left(\tilde{S}\left(Y_{1}^{(1)}, Y_{1}^{(2)}, u+T_{1}\right)\right)=\tilde{V}(u)$. Consequently,

$$
E\left(\tilde{S}\left(Y_{n+1}^{(1)}, Y_{n+1}^{(2)}, T_{n+1}\right) \mid \mathcal{F}_{n}\right)=\tilde{V}\left(T_{n}\right)
$$

Define $\tilde{S}_{n}=\tilde{S}\left(Y_{n}^{(1)}, Y_{n}^{(2)}, T_{n}\right), n \in \mathbb{N}_{0}$, and $\tilde{S}_{\infty}=\lim \sup _{n \rightarrow \infty} \tilde{S}_{n}$. Then

$$
\begin{equation*}
\tilde{S}_{n}=\max \left\{\tilde{G}_{n}, \tilde{V}\left(T_{n}\right)\right\} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\tilde{S}_{n+1} \mid \mathcal{F}_{n}\right)=\tilde{V}\left(T_{n}\right) . \tag{11}
\end{equation*}
$$

From (10) we obtain $\tilde{S}_{n} \geq \tilde{G}_{n}$.
Note that $\tilde{V}(u)=0$ for $u \geq U$ if $U<\infty$. Moreover, if $U=\infty$, then from (9) we have $\tilde{V}(u) \leq\left(\mu_{1}+\mu_{2}\right) \int_{u}^{\infty} r(x) d x$. Hence, $\lim _{u \rightarrow \infty} \tilde{V}(u)=0$. Therefore, for $U \in[0, \infty]$ we have $\lim _{n \rightarrow \infty} \tilde{V}\left(T_{n}\right)=0$. Consequently, from the fact that $\lim _{n \rightarrow \infty} \tilde{G}_{n}=0$ and from (10) we have $\tilde{S}_{\infty}=\lim _{n \rightarrow \infty} \tilde{S}_{n}=0$. Additionally, we have $\tilde{V}\left(T_{n}\right) \leq\left(\mu_{1}+\mu_{2}\right) \int_{0}^{\infty} r\left(T_{n}+x\right) d x$. Therefore, from (10) for $n \in \mathbb{N}_{0}$ we have

$$
\begin{equation*}
\tilde{S}_{n} \leq \tilde{G}_{n}+\tilde{V}\left(T_{n}\right) \leq \sum_{k=0}^{\infty} \tilde{G}_{k}+\left(\mu_{1}+\mu_{2}\right) \int_{0}^{\infty} r\left(T_{n}+x\right) d x=: W . \tag{12}
\end{equation*}
$$

Note that $E(W)<\infty$. Since $\tilde{S}_{n}$ is $\mathcal{F}_{n}$-measurable, using (12) we get $\tilde{S}_{n} \leq E\left(W \mid \mathcal{F}_{n}\right)$. Hence, from [4, Lem. 4.9]

$$
\begin{equation*}
\tilde{S}_{n} \leq S_{n} \tag{13}
\end{equation*}
$$

where $S_{n}=S_{n}(0), n \geq 0$. Additionally, from [4, Thm. 4.6] it follows that $\left\{S_{n}, \mathcal{F}_{n}\right\}_{n=0}^{\infty}$ is the minimal supermartingale dominating $\left\{\tilde{G}_{n}, \mathcal{F}_{n}\right\}_{n=0}^{\infty}$. Moreover, from (10) and (11) we get that $\left\{\tilde{S}_{n}, \mathcal{F}_{n}\right\}_{n=0}^{\infty}$ is the supermartingale dominating $\left\{\tilde{G}_{n}, \mathcal{F}_{n}\right\}_{n=0}^{\infty}$. Hence, from (13) we obtain $\tilde{S}_{n}=S_{n}$. Therefore, from (11) and Theorem 2 we get

$$
\begin{equation*}
\tilde{V}\left(T_{n}\right)=V\left(T_{n}\right) \tag{14}
\end{equation*}
$$

Now, we only need to show that $\tilde{V}(u)=V(u)$ for $u \in[0, U)$. Let $A=\{u \in[0, U): \tilde{V}(u) \neq$ $V(u)\}$. Assume that the Lebesgue measure $\mu(A)>0$. Then $P\left(\left\{\omega: T_{n}(\omega) \in A\right\}\right)>0$, which contradicts (14). Hence, using continuity of $V$ and $\tilde{V}$ we get the assertion. Note that the continuity of $\tilde{V}$ follows from (8) and from the fact that the functions $H$ and $f_{u}$ are bounded.

In the theorem below we show that the problem of finding the solution of integral equation (8) is equivalent to the problem of finding the solution of differential equation (15).

Theorem 12. Let function $\tilde{V}(\cdot)$ be continuous on $[0, \infty)$. Moreover, let

- $\tilde{V}(u)=0$ for $u \geq U$, if $U<\infty$, and
- $\lim _{s \rightarrow \infty} \tilde{V}(s)=0$, if $U=\infty$.

Then $\tilde{V}(u), u \in[0, U)$, satisfies (8) if and only if

$$
\begin{equation*}
\frac{d}{d u} \tilde{V}(u)=\tilde{V}(u)(1-g(u, \tilde{V}(u)))-H(u, \tilde{V}(u)) \tag{15}
\end{equation*}
$$

for $u \in\left(s_{i}, s_{i+1}\right), i \in\{0,1, \ldots, k-1\}$.
Proof. $(\Rightarrow)$ It is enough to differentiate both sides of (8) with respect to $u$ in each of the intervals $\left(s_{i}, s_{i+1}\right)$. Then we see that $\tilde{V}$ satisfies (15) in the intervals $\left(s_{i}, s_{i+1}\right)$, $i \in\{0,1, \ldots, k-1\}$.
$(\Leftarrow)$ Assume that $\tilde{V}$ satisfies the assumptions of the theorem and (15) in each of the intervals $\left(s_{i}, s_{i+1}\right), i \in\{0,1, \ldots, k-1\}$. Define $V_{1}(u)$ as follows:

$$
\begin{equation*}
V_{1}(u)=\int_{u}^{U} H(v, \tilde{V}(v)) \tilde{f}_{u}(v-u) d v \quad \text { for } \quad u \in[0, U) \tag{16}
\end{equation*}
$$

and if $U<\infty$, then $V_{1}(u)=0$ for $u \geq U$, where

$$
\tilde{f}_{u}(s)= \begin{cases}1 & \text { for } \quad s<0 \\ \exp \left(-\int_{u}^{u+s} 1-g(t, \tilde{V}(t)) d t\right) & \text { for } \quad s \in[0, a-u) \\ \tilde{f}_{u}(a-u) \exp \left(-\int_{a}^{u+s} 1-g(t, \tilde{V}(t)) d t\right) & \text { for } \quad s \in[\max \{0, a-u\}, U-u) \\ \tilde{f}_{u}(U-u) \exp (U-u-s) & \text { for } \quad s \in[U-u, \infty)\end{cases}
$$

If $U<\infty$, then $V_{1}(u)=V(u)=0$ for $u \geq U$ (Fact 5). If $U=\infty$, then $\lim _{s \rightarrow \infty} V_{1}(s)=\lim _{s \rightarrow \infty} V(s)=0$ (Fact 5). Hence, we need to show that $V_{1}(u)=\tilde{V}(u)$ for $u \in[0, U)$. Differentiating (16) in each of the intervals $\left(s_{i}, s_{i+1}\right)$ we get

$$
\frac{d}{d u} V_{1}(u)=V_{1}(u)(1-g(u, \tilde{V}(u)))-H(u, \tilde{V}(u))
$$

Hence,

$$
\frac{d\left(V_{1}(u)-\tilde{V}(u)\right)}{d u}=(1-g(u, \tilde{V}(u)))\left(V_{1}(u)-\tilde{V}(u)\right)
$$

Assume that $V_{1}\left(u_{0}\right) \neq \tilde{V}\left(u_{0}\right)$ for some $u_{0} \in\left(s_{k-1}, U\right)$. Let $u_{1}=\inf \left\{s \in\left(u_{0}, U\right): V_{1}(s)=\right.$ $\tilde{V}(s)\}$. If such $u_{1}$ does not exist, we take $u_{1}=U$. Hence, for $u \in\left(u_{0}, u_{1}\right)$

$$
\begin{equation*}
\ln \left|V_{1}(u)-\tilde{V}(u)\right|=\ln \left|V_{1}\left(u_{0}\right)-\tilde{V}\left(u_{0}\right)\right|+\int_{u_{0}}^{u}(1-g(t, \tilde{V}(t))) d t . \tag{17}
\end{equation*}
$$

Note that $\lim _{u \rightarrow u_{1}} \ln \left|V_{1}(u)-\tilde{V}(u)\right|=-\infty$ while for $u \rightarrow u_{1}$ the right hand side of (17) is finite. From the contradiction we get $V_{1}(u)=\tilde{V}(u)$ for $u \in\left(s_{k-1}, U\right)$. Using continuity of functions $V_{1}$ and $\tilde{V}$ we get $V_{1}(u)=\tilde{V}(u)$ for $u \in\left[s_{k-1}, U\right]$. Using recursion we show that $V_{1}(u)=\tilde{V}(u)$ in each of the intervals $\left[s_{i}, s_{i+1}\right], i=k-2, \ldots, 0$.

### 2.2. PROBLEM B

The presented problem can be found in [15] (see also [13]).
In this section we additionally assume that $U_{M}<\infty$. Moreover, we assume that if $Y_{1}^{(1)}=0$, then $F_{M}$ is increasing on $\left(u_{0}, U_{M}\right)$, where $u_{0} \in\left[0, U_{M}\right)$ or $U_{M}<U$. Let $\left\{\tilde{s}_{0}, \tilde{s}_{1}, \ldots, \tilde{s}_{\tilde{k}}\right\}$, where $0=\tilde{s}_{0}<\tilde{s}_{1}<\ldots<\tilde{s}_{\tilde{k}-1}<\tilde{s}_{\tilde{k}}=U$, contain all points of discontinuity of the function $r$. Moreover, let $\left\{a_{0}, a_{1}, \ldots, a_{l}\right\}$, where $0=a_{0}<a_{1}<\ldots<a_{l-1}<a_{l}=U_{M}$, contain all points of discontinuity of function $r$ on $\left[0, U_{M}\right]$ and points of indifferentiability of $F_{M}$ on $\left[0, U_{M}\right]$. We assume that $\tilde{k}<\infty$ and $l<\infty$.

Theorem 13 ([4]). There exists exactly one function $V_{2}(\cdot)$ satisfying the following differential equation:

$$
\begin{equation*}
\frac{d}{d u} V_{2}(u)=\bar{F}_{2}\left(y_{2}(u)\right) V_{2}(u)-r(u) H_{2}\left(y_{2}(u)\right) \tag{18}
\end{equation*}
$$

in each of the intervals $\left(\tilde{s}_{i}, \tilde{s}_{i+1}\right), i \in\{0, \ldots, \tilde{k}-1\}$, such that $V_{2}(u)$ is continuous for $u \in[0, U]$ and

$$
\lim _{u \rightarrow U} V_{2}(u)=0,
$$

where

$$
y_{2}(u)= \begin{cases}\frac{V_{2}(u)}{r(u)}, & u<U \\ 0, & u \geq U\end{cases}
$$

Note that $V_{2}(0)$ is the optimal expected reward for the sequence $\left\{Y_{n}^{(2)} r\left(T_{n}\right)\right\}_{n=1}^{\infty}$ in the original Elfving problem.

In all theorems below we assume that $V_{2}(\cdot)$ is as in Theorem 13.
In the first part of Theorem 14 we introduce a function $V_{1}(u, 1)$ which is uniquely determined by differential equation (19). Both $V_{1}(u, 1)$ and $V_{2}(u)$ are used in the second and the third part of the theorem to compute the optimal expected reward and the optimal stopping time for the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ in the set of stopping times $\mathcal{M}_{1}^{*}$.
Theorem 14 ([15]). (i) There exists exactly one function $V_{1}(\cdot, 1)$ satisfying the following differential equation:

$$
\begin{equation*}
\frac{d}{d u}\left(\bar{F}_{M}(u) V_{1}(u, 1)\right)+\frac{d F_{M}(u)}{d u} V_{2}(u)=\bar{F}_{M}(u)\left(\bar{F}_{1}\left(y_{1}(u, 1)\right) V_{1}(u, 1)-r(u) H_{1}\left(y_{1}(u, 1)\right)\right) \tag{19}
\end{equation*}
$$

in each of the intervals $\left(a_{i}, a_{i+1}\right), \quad i \in\{0, \ldots, l-1\}$, such that $\bar{F}_{M}(u) V_{1}(u, 1)+F_{M}(u) V_{2}(u)$ is continuous for $u \in\left[0, U_{M}\right]$ and

$$
\begin{equation*}
\lim _{u \rightarrow U_{M}^{-}} \bar{F}_{M}(u) V_{1}(u, 1)=V_{2}\left(U_{M}\right) P\left(M=U_{M}\right), \tag{20}
\end{equation*}
$$

where for $u \in\left[0, U_{M}\right)$

$$
y_{1}(u, 1)=\frac{V_{1}(u, 1)}{r(u)} .
$$

(ii) The optimal expected reward for the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ has the form

$$
\sup _{\tau \in \mathcal{M}_{1}^{*}} E\left(G_{\tau}\right)=V_{1}(0,1) \bar{F}_{M}(0)+V_{2}(0) F_{M}(0)
$$

(iii) An optimal stopping time in $\mathcal{M}_{1}^{*}$ for the sequence of rewards $\left\{G_{n}\right\}_{n=0}^{\infty}$ has the form

$$
\tau_{1}^{*}=\inf \left\{n \geq 1:\left(M>T_{n}, Y_{n}^{(1)} \geq y_{1}\left(T_{n}, 1\right)\right) \text { or }\left(M \leq T_{n}, Y_{n}^{(2)} \geq y_{2}\left(T_{n}\right)\right)\right\}
$$

Note that the optimal stopping time in $\mathcal{M}_{1}^{*}$ for the sequence $\left\{G_{n}\right\}$ has the following interpretation: assume that we are at the time of the arrival of the $n$th offer. If the disorder time $M$ has not appeared yet (i.e. $M>T_{n}$ ), then we stop if the value of the offer $Y_{n}^{(1)}$ is greater than or equal to $y_{1}\left(T_{n}, 1\right)$; if the disorder time has already appeared (i.e. $M \leq T_{n}$ ), then we stop if the value of the offer $Y_{n}^{(2)}$ is greater than or equal to $y_{2}\left(T_{n}\right)$.

Let us present the solutions of two special cases of the problem. The first one is called the optimal stopping problem with random starting time.

Theorem 15 ([10]). If $P\left(Y_{1}^{(1)}=0\right)=1$, then

$$
\sup _{\tau \in \mathcal{M}_{1}^{*}} E\left(G_{\tau}\right)=\int_{0}^{U} r(v) H_{2}\left(y_{2}(v)\right) f_{0}(v) d v-\int_{0}^{U_{M}} r_{1}(v) H_{2}\left(y_{2}(v)\right) d v
$$

where

$$
f_{0}(v)=f_{0}^{(2)}(v)+\int_{0}^{v} \bar{F}_{M}(t) \bar{F}_{2}\left(y_{2}(t)\right) f_{t}^{(2)}(v-t) d t
$$

and

$$
f_{u}^{(2)}(v)=\exp \left(-\int_{u}^{u+v} \bar{F}_{2}\left(y_{2}(s)\right) d s\right) .
$$

Now, we will present the second special case of the problem, i.e. the case when $M$ has a discrete distribution.

Theorem 16 ([15]). Assume that $r(s)=\mathbb{I}(s \in[0, U)), U<\infty$, and $P\left(M=a_{n}\right)=p_{n}$, where $0 \leq a_{0}<a_{1}<a_{2}<\ldots$ and $\sum_{n=0}^{\infty} p_{n}=1$. Then $V_{1}(u, 1)$ is uniquely determined by the following conditions:
(i) In each interval $\left(a_{i}, a_{i+1}\right), i \in\{0,1, \ldots, l-1\}$, the function $V_{1}(\cdot, 1)$ satisfies the differential equation

$$
\frac{d}{d u} V_{1}(u, 1)=\bar{F}_{1}\left(V_{1}(u, 1)\right) V_{1}(u, 1)-H_{1}\left(V_{1}(u, 1)\right) .
$$

(ii) $\bar{F}_{M}(u) V_{1}(u, 1)+F_{M}(u) V_{2}(u)$ is continuous for $u \in\left[0, U_{M}\right]$ and $\lim _{s \rightarrow U_{M}^{-}} V_{1}(s, 1)=V_{2}\left(U_{M}\right)$.

## 3. EXAMPLES

In all the examples below we assume that

$$
r(s)= \begin{cases}1, & s \leq 10 \\ 0, & s>10\end{cases}
$$

Hence, $U=10$. Moreover, we assume that $Y_{1}^{(2)}$ has the exponential distribution with parameter $\beta_{2}>0$. Then $F_{2}(x)=1-\exp \left(-\beta_{2} x\right)$ for $x \geq 0$ and $F_{2}(x)=0$ for $x<0$. Moreover, $H_{2}(x)=\left(x+\frac{1}{\beta_{2}}\right) \exp \left(-\beta_{2} x\right)$ for $x \geq 0$ and $H_{2}(x)=\frac{1}{\beta_{2}}$ for $x<0$. Hence, (18) has the form

$$
\frac{d V_{2}(u)}{d u}=-\frac{1}{\beta_{2}} \exp \left(-\beta_{2} V_{2}(u)\right) .
$$

Solving the above differential equation with the boundary condition $V_{2}(U)=0$ and using continuity of $V_{2}$ we get

$$
\begin{equation*}
V_{2}(u)=\frac{1}{\beta_{2}} \ln (1+U-u), u \in[0, U] . \tag{21}
\end{equation*}
$$

Note that $V_{2}(0)$ is the optimal expected reward for the sequence $\left\{Y_{n}^{(2)} r\left(T_{n}\right)\right\}_{n=0}^{\infty}$ in the original Elfving problem.

To simplify the notation in all the examples below we will write $\mathbb{A}=\sup _{\tau \in \mathcal{M}_{1}} E\left(G_{\tau}\right)$ and $\mathbb{B}=\sup _{\tau \in \mathcal{M}_{1}^{*}} E\left(G_{\tau}\right)$.

Example 17. Let $Y_{1}^{(1)}$ have the exponential distribution with the parameter $\beta_{1}>0$. Moreover, let $M$ have two point distribution, i.e. $P\left(M=m_{1}\right)=p, P\left(M=m_{2}\right)=q, q=1-p$, where $0<m_{1}<m_{2}<U$ and $p \in(0,1)$. First, let us find the optimal expected reward in Problem A. Note that $a=m_{1}$. We consider two cases. First, assume that $q \beta_{2}-p \beta_{1} \neq 0$. Then, using the definition of $r_{1}$ and $r_{2}$, we get that for $u \in[0, U)$

$$
g(u, V(u))= \begin{cases}F_{1}(V(u)), & 0 \leq u<m_{1}, \\ \frac{1}{q \beta_{2}-p \beta_{1}}\left(q \beta_{2} F_{1}\left(\frac{V(u)}{q}\right)-p \beta_{1} F_{2}\left(\frac{V(u)}{p}\right)\right), & m_{1} \leq u<m_{2}, \\ F_{2}(V(u)), & m_{2} \leq u<U\end{cases}
$$

and

$$
H(u, V(u))= \begin{cases}H_{1}(V(u)), & 0 \leq u<m_{1} \\ \frac{1}{q \beta_{2}-p \beta_{1}}\left(q^{2} \beta_{2} H_{1}\left(\frac{V(u)}{q}\right)-p^{2} \beta_{1} H_{2}\left(\frac{V(u)}{p}\right)\right), & m_{1} \leq u<m_{2}, \\ H_{2}(V(u)), & m_{2} \leq u<U\end{cases}
$$

Hence, if $q \beta_{2}-p \beta_{1} \neq 0$, then the function $V(u)$ satisfies

$$
\frac{d V(u)}{d u}= \begin{cases}-\frac{1}{\beta_{1}} \exp \left(-\beta_{1} V(u)\right), & 0<u<m_{1}  \tag{22}\\ \frac{1}{\beta_{2} q-p \beta_{1}}\left(\frac{p^{2} \beta_{1}}{\beta_{2}} \exp \left(-\frac{\beta_{2} V(u)}{p}\right)-\frac{q^{2} \beta_{2}}{\beta_{1}} \exp \left(-\frac{\beta_{1} V(u)}{q}\right)\right), & m_{1}<u<m_{2} \\ -\frac{1}{\beta_{2}} \exp \left(-\beta_{2} V(u)\right), & m_{2}<u<U\end{cases}
$$

The above differential equation should be solved numerically in consecutive intervals: $\left(m_{2}, U\right),\left(m_{1}, m_{2}\right),\left(0, m_{1}\right)$. Let $u \in\left(m_{2}, U\right)$. Solving the above differential equation we get $V(u)=\frac{1}{\beta_{2}} \ln (1+U-u)$ for $u \in\left(m_{2}, U\right)$. Now, using continuity of $V$ we obtain $V\left(m_{2}\right)=\frac{1}{\beta_{2}} \ln \left(1+U-m_{2}\right)$. So we solve (22) for $u \in\left(m_{1}, m_{2}\right)$ with boundary condition $V\left(m_{2}\right)=\frac{1}{\beta_{2}} \ln \left(1+U-m_{2}\right)$. Hence, we get $V\left(m_{1}\right)$, which is the boundary condition for (22) when $u \in\left(0, m_{1}\right)$. Hence, for $u \in\left[0, m_{1}\right]$ we get

$$
V(u)=\frac{1}{\beta_{1}} \ln \left(\exp \left(\beta_{1} V\left(m_{1}\right)\right)+m_{1}-u\right) .
$$

Therefore, if $q \beta_{2}-p \beta_{1} \neq 0$, then the optimal expected reward in Problem $A$ is equal to $\mathbb{A}=V(0)=\frac{1}{\beta_{1}} \ln \left(\exp \left(\beta_{1} V\left(m_{1}\right)\right)+m_{1}\right)$.

Now, assume that $q \beta_{2}-p \beta_{1}=0$. Then

$$
g(u, V(u))= \begin{cases}F_{1}(V(u)), & 0 \leq u<m_{1}, \\ \frac{\beta_{1} V(u)}{q} \bar{F}_{2}\left(\frac{V(u)}{p}\right), & m_{1} \leq u<m_{2}, \\ F_{2}(V(u)), & m_{2} \leq u<U\end{cases}
$$

and

$$
H(u, V(u))= \begin{cases}H_{1}(V(u)), & 0 \leq u<m_{1} \\ \frac{\beta_{1} V(u) p}{q} H_{2}\left(\frac{V(u)}{p}\right)+\frac{p}{\beta_{2}} \bar{F}_{1}\left(\frac{V(u)}{q}\right)+q H_{1}\left(\frac{V(u)}{q}\right), & m_{1} \leq u<m_{2} \\ H_{2}(V(u)), & m_{2} \leq u<U\end{cases}
$$

Hence, if $q \beta_{2}-p \beta_{1}=0$, then the function $V(u)$ satisfies:

$$
\frac{d V(u)}{d u}= \begin{cases}-\frac{1}{\beta_{1}} \exp \left(-\beta_{1} V(u)\right), & 0<u<m_{1} \\ V(u)-\frac{\beta_{1} V(u)}{q}\left(2 V(u)+\frac{p}{\beta_{2}}\right) \bar{F}_{2}\left(\frac{V(u)}{p}\right) & \\ -\left(\frac{p}{\beta_{2}}+\frac{q}{\beta_{1}}+V(u)\right) \bar{F}_{1}\left(\frac{V(u)}{q}\right), & m_{1}<u<m_{2} \\ -\frac{1}{\beta_{2}} \exp \left(-\beta_{2} V(u)\right), & m_{2}<u<U\end{cases}
$$

The above differential equations can be solved in the same way as equation (22). Note that $\mathbb{A}=V(0)$.

Now, let us find the optimal expected reward in Problem B. Note that $U_{M}=m_{2}$. From Theorem 16(i), we get that in each of the intervals $\left(0, m_{1}\right)$ and $\left(m_{1}, m_{2}\right)$ the function $V_{1}(\cdot, 1)$ satisfies

$$
\begin{equation*}
\frac{d V_{1}(u, 1)}{d u}=-\frac{1}{\beta_{1}} \exp \left(-\beta_{1} V_{1}(u, 1)\right) \tag{23}
\end{equation*}
$$

Solving the above differential equation with boundary condition $V_{1}\left(m_{2}, 1\right)=V_{2}\left(m_{2}\right)=\frac{1}{\beta_{2}} \ln \left(1+U-m_{2}\right)$ we get that for $u \in\left(m_{1}, m_{2}\right)$

$$
V_{1}(u, 1)=\frac{1}{\beta_{1}} \ln \left(\left(1+U-m_{2}\right)^{\frac{\beta_{1}}{\beta_{2}}}+m_{2}-u\right) .
$$

Hence, using continuity of the function $\bar{F}_{M}(u) V_{1}(u, 1)+F_{M}(u) V_{2}(u)$, we obtain the following boundary condition:

$$
\lim _{u \rightarrow m_{1}^{-}} V_{1}(u, 1)=\frac{q}{\beta_{1}} \ln \left(\left(1+U-m_{2}\right)^{\frac{\beta_{1}}{\beta_{2}}}+m_{2}-m_{1}\right)+\frac{p}{\beta_{2}} \ln \left(1+U-m_{1}\right)
$$

Solving (23) with the above boundary condition we get for $u \in\left(0, m_{1}\right)$

$$
V_{1}(u, 1)=\frac{1}{\beta_{1}} \ln \left(m_{1}+\left(\left(1+U-m_{2}\right)^{\frac{\beta_{1}}{\beta_{2}}}+m_{2}-m_{1}\right)^{q}\left(1+U-m_{1}\right)^{\frac{p \beta_{1}}{\beta_{2}}}-u\right) .
$$

Hence, using Theorem 14 and the fact that $F_{M}(0)=0$, we get that the optimal expected reward in Problem B is equal to

$$
\mathbb{B}=V_{1}(0,1)=\frac{1}{\beta_{1}} \ln \left(m_{1}+\left(\left(1+U-m_{2}\right)^{\frac{\beta_{1}}{\beta_{2}}}+m_{2}-m_{1}\right)^{q}\left(1+U-m_{1}\right)^{\frac{p \beta_{1}}{\beta_{2}}}\right) .
$$

The numerical comparison of the optimal expected rewards in Problems A and B is presented in Table 1. We assume that $p=\frac{1}{2}$ in the comparison.

Table 1
Numerical results for Example 17

| no. | $\beta_{1}$ | $\beta_{2}$ | $m_{1}$ | $m_{2}$ | $\mu_{1}$ | $\mu_{2}$ | $\operatorname{Var}(\mathrm{M})$ | $\mathbb{A}$ | $\mathbb{B}$ | $\frac{\mathbb{B}-\mathbb{A}}{\mathbb{A}} \cdot 100 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $10^{-1}$ | 1 | 1 | 9 | 10 | 1 | 16 | 14.2747 | 14.7692 | $3.46 \%$ |
| 2 | $10^{-1}$ | 1 | 2 | 8 | 10 | 1 | 9 | 15.7129 | 16.0490 | $2.14 \%$ |
| 3 | $10^{-1}$ | 1 | 3 | 7 | 10 | 1 | 4 | 16.8655 | 17.0796 | $1.27 \%$ |
| 4 | $10^{-1}$ | 1 | 4 | 6 | 10 | 1 | 1 | 17.7459 | 17.8571 | $0.63 \%$ |
| 5 | 1 | 1 | 1 | 9 | 1 | 1 | 16 | 1.2883 | 2.3979 | $86.14 \%$ |
| 6 | 1 | 1 | 2 | 8 | 1 | 1 | 9 | 1.5318 | 2.3979 | $56.54 \%$ |
| 7 | 1 | 1 | 3 | 7 | 1 | 1 | 4 | 1.7279 | 2.3979 | $38.78 \%$ |
| 8 | 1 | 1 | 4 | 6 | 1 | 1 | 1 | 1.9024 | 2.3979 | $26.04 \%$ |
| 9 | 1 | 1 | 4.99 | 5.01 | 1 | 1 | $10^{-4}$ | 2.3821 | 2.3979 | $0.66 \%$ |
| 10 | 1 | $10^{-1}$ | 0.1 | 9.9 | 1 | 10 | 21.34 | 8.6942 | 9.6407 | $10.89 \%$ |
| 11 | 1 | $10^{-1}$ | 1 | 9 | 1 | 10 | 16 | 12.7818 | 14.9826 | $17.22 \%$ |
| 12 | 1 | $10^{-1}$ | 2 | 8 | 1 | 10 | 9 | 13.7577 | 16.4792 | $19.78 \%$ |
| 13 | 1 | $10^{-1}$ | 3 | 7 | 1 | 10 | 4 | 15.0886 | 17.3287 | $14.85 \%$ |
| 14 | 1 | $10^{-1}$ | 4 | 6 | 1 | 10 | 1 | 16.5202 | 17.7767 | $7.61 \%$ |

Let us analyse the numerical results presented in Table 1. Note that in the table we chose $m_{1}$ and $m_{2}$ in such a way that $E(M)=5=\frac{1}{2} U$. First of all, note that the optimal expected rewards in Problems $A$ and $B$ are different and $\mathbb{A}<\mathbb{B}$ even for $\beta_{1}=\beta_{2}=1$ (lines 5-9). It means that the optimal expected reward in Problem $A$ is smaller than the optimal expected reward in Problem $B$ (for considered parameters), even if the distribution of offers does not change at the disorder time. Moreover, for $\beta_{1}=\beta_{2}=1$ we get that the optimal expected reward in the original Elfving problem (see (21)) is equal to $V_{2}(0)=\ln (11) \approx 2.3979=\mathbb{B}$, so it is also equal to the optimal expected reward in Problem $B$, while $\mathbb{A}<V_{2}(0)$. Now look at
the last column in the lines 10-14. We can see that there is no relation between the variance and percentage difference between the optimal expected rewards in both problems. We see that the optimal expected rewards in Problem A in lines 1-4 are greater than the optimal expected rewards in Problem A in lines 11-14 for the same $m_{1}$ and $m_{2}$. This observation suggests that in Problem A the case when we obtain offers with larger expectation $\left(\mu_{1}=10\right)$ before the disorder time and offers with smaller expectation $\left(\mu_{2}=1\right)$ after the disorder time is more profitable (gives larger optimal expected reward) than the case when we obtain offers with expectation $\mu_{1}=1$ before the disorder time and $\mu_{2}=10$ after the disorder time. Such a situation does not take place in Problem B (see lines 3 and 13). Finally, note that the difference in the optimal expected rewards in Problems A and B can be as big as $86 \%$ (see line 5), which shows that in general we should not approximate one problem by the other. Therefore, it is important to have the explicit solution of each of these problems. Such a substantial difference in the optimal expected rewards also shows how important the information of the disorder time is and how this information can change the optimal expected reward, for example from selling a commodity.

Example 18. Let $Y_{1}^{(1)}$ be as in Example 17. Moreover, let $M$ has the exponential distribution with parameter $\delta>0$. Hence, $U=U_{M}$ and $a=0$. First, note that for $u \geq 0$ we have $\beta_{2} r_{1}(u)-\beta_{1} r_{2}(u)=0$ if $u=\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right)$ or $u \geq U$. Note that $\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right)>0$. Hence, using identity (4) for $u \in\left[0, \min \left\{\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right), U\right\}\right)$ and $u \in\left(\min \left\{\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right), U\right\}, U\right)$ we obtain

$$
\begin{aligned}
g(u, V(u))=1 & -\exp \left(-\frac{\beta_{1} V(u)}{r_{1}(u)}\right) \\
& -\frac{\beta_{1} r_{2}(u)}{\beta_{2} r_{1}(u)-\beta_{1} r_{2}(u)}\left(\exp \left(-\frac{\beta_{1} V(u)}{r_{1}(u)}\right)-\exp \left(-\frac{\beta_{2} V(u)}{r_{2}(u)}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
H(u, V(u))=( & \frac{r_{2}(u)}{\beta_{2}}+V(u)+\frac{r_{1}(u)}{\beta_{1}} \\
& \left.+\left(V(u)+\frac{r_{2}(u)}{\beta_{2}}\right) \frac{\beta_{1} r_{2}(u)}{\beta_{2} r_{1}(u)-\beta_{1} r_{2}(u)}\right) \exp \left(-\frac{\beta_{1} V(u)}{r_{1}(u)}\right) \\
& -\left(V(u)+\frac{r_{2}(u)}{\beta_{2}}\right) \frac{\beta_{1} r_{2}(u)}{\beta_{2} r_{1}(u)-\beta_{1} r_{2}(u)} \exp \left(-\frac{\beta_{2} V(u)}{r_{2}(u)}\right) .
\end{aligned}
$$

Therefore, using Theorem 12 we get that the function $V(u)$ for $u \in\left(0, \min \left\{\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right), U\right\}\right)$ and $u \in\left(\min \left\{\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right), U\right\}, U\right)$ satisfies

$$
\begin{align*}
\frac{d V(u)}{d u} & =-\left(\frac{F_{M}(u)}{\beta_{2}}+\frac{\bar{F}_{M}(u)}{\beta_{1}}+\frac{\beta_{1}\left(F_{M}(u)\right)^{2}}{\beta_{2}\left(\beta_{2} \bar{F}_{M}(u)-\beta_{1} F_{M}(u)\right)}\right) \exp \left(-\frac{\beta_{1} V(u)}{\bar{F}_{M}(u)}\right) \\
& +\frac{\beta_{1}\left(F_{M}(u)\right)^{2}}{\beta_{2}\left(\beta_{2} \bar{F}_{M}(u)-\beta_{1} F_{M}(u)\right)} \exp \left(-\frac{\beta_{2} V(u)}{F_{M}(u)}\right) . \tag{24}
\end{align*}
$$

If $\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right) \geq U$ we solve the above differential equation in the interval $(0, U)$ with the boundary condition $V(U)=0$. Otherwise, we solve the above differential equation in the interval $\left(\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right), U\right)$ with the boundary condition $V(U)=0$. Next, we use continuity of $V(u)$ at $u=\frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right)$ to find the solution of (24) for $u \in\left[0, \frac{1}{\delta} \ln \left(\frac{\beta_{1}+\beta_{2}}{\beta_{1}}\right)\right)$.

Now, we present the solution of Problem B. Note that using (19) we get that for $u \in(0, U)$, $V_{1}(u, 1)$ satisfies

$$
\frac{d V_{1}(u, 1)}{d u}=-\frac{1}{\beta_{1}} \exp \left(-\beta_{1} V_{1}(u, 1)\right)+\delta V_{1}(u, 1)-\frac{\delta}{\beta_{2}} \ln (1+U-u) .
$$

We solve the above differential equation with the boundary condition given in (20). In our example, the boundary condition has the form: $V_{1}(U, 1)=0$. Moreover, note that $F_{M}(0)=0$, hence the optimal expected reward in Problem $B$ is equal to $\mathbb{B}=V_{1}(0,1)$.

The comparison of the optimal expected rewards in both problems is presented in Table 2. In the table, we chose $\delta$ such that $E(M)$ is equal to 1,5 and 9 .

Table 2
The numerical results for Example 18

| $\beta_{1}$ | $\beta_{2}$ | $\delta$ | $\mathbb{A}$ | $\mathbb{B}$ | $\frac{\mathbb{B}-\mathbb{A}}{\mathbb{A}} \cdot 100 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-1}$ | 1 | 1 | 6.6320 | 7.2001 | $8.57 \%$ |
| $10^{-1}$ | 1 | $5^{-1}$ | 13.6176 | 14.1051 | $3.58 \%$ |
| $10^{-1}$ | 1 | $9^{-1}$ | 16.5869 | 16.9666 | $2.29 \%$ |
| 1 | 1 | 1 | 2.2817 | 2.3979 | $5.09 \%$ |
| 1 | 1 | $5^{-1}$ | 2.0571 | 2.3979 | $16.57 \%$ |
| 1 | 1 | $9^{-1}$ | 2.0806 | 2.3979 | $15.25 \%$ |
| 1 | $10^{-1}$ | 1 | 22.0662 | 22.9653 | $4.07 \%$ |
| 1 | $10^{-1}$ | $5^{-1}$ | 14.7837 | 16.8374 | $13.89 \%$ |
| 1 | $10^{-1}$ | $9^{-1}$ | 10.7414 | 12.5211 | $16.57 \%$ |

The expected optimal rewards in both models are different, even for $\beta_{1}=\beta_{2}$. More precisely, in the considered cases we have $\mathbb{A}<\mathbb{B}$. However, the difference is not as big as in Example 17.
Example 19. Random starting time. Let $P\left(Y_{1}^{(1)}=0\right)=1, \beta_{2}=1$. Additionally, assume that $M$ has the exponential distribution with parameter $\delta>0$. Hence, $a=0$ and $U_{M}=U$. Using (4) we get that for $u \in[0, U)$

$$
g(u, V(u))=F_{2}\left(\frac{V(u)}{r_{2}(u)}\right)=1-\exp \left(-\frac{V(u)}{1-\exp (-\delta u)}\right) .
$$

Moreover, from Lemma 8 we obtain that for $u \in[0, U)$

$$
\begin{aligned}
H(u, V(u)) & =r_{2}(u) H_{2}\left(\frac{V(u)}{r_{2}(u)}\right) \\
& =(1-\exp (-\delta u))\left(1+\frac{V(u)}{1-\exp (-\delta u)}\right) \exp \left(-\frac{V(u)}{1-\exp (-\delta u)}\right) .
\end{aligned}
$$

From (15) it follows that for $u \in(0, U)$ the function $V(u)$ satisfies the differential equation

$$
\frac{d}{d u} V(u)=-(1-\exp (-\delta u)) \exp \left(-\frac{V(u)}{1-\exp (-\delta u)}\right)
$$

with the boundary condition $V(U)=0$. The differential equation should be solved numerically. Let us recall that the optimal expected reward in Problem $A$ is equal to $\mathbb{A}=V(0)$.

To find the optimal expected reward in Problem B note that using Theorem 15 we obtain

$$
f_{u}^{(2)}(v)=\frac{1+U-u-v}{1+U-u} .
$$

Hence,

$$
f_{0}(v)=\frac{1+U-v}{1+U}+(1+U-v) \int_{0}^{v} \frac{\exp (-\delta t)}{(1+U-t)^{2}} d t
$$

Therefore,

$$
\begin{aligned}
\mathbb{B}= & \int_{0}^{U}(1+\ln (1+U-v))\left(\frac{1}{1+U}+\int_{0}^{v} \frac{\exp (-\delta t)}{(1+U-t)^{2}} d t\right) d v \\
& -\int_{0}^{U} \frac{\exp (-\delta v)}{1+U-v}(1+\ln (1+U-v)) d v .
\end{aligned}
$$

The numerical comparison of the optimal expected rewards in Problems $A$ and $B$ is presented in Table 3.

Table 3

## Numerical results for Example 19

| $\delta$ | $\mathbb{A}$ | $\mathbb{B}$ | $\frac{\mathbb{B}-\mathbb{A}}{\mathbb{A}} \cdot 100 \%$ |
| :---: | :---: | :---: | :---: |
| 10 | 2.3795 | 2.3887 | $0.39 \%$ |
| 1 | 2.2037 | 2.2965 | $4.21 \%$ |
| $5^{-1}$ | 1.4543 | 1.6717 | $14.95 \%$ |
| $10^{-1}$ | 0.9615 | 1.1366 | $18.17 \%$ |
| $10^{-2}$ | 0.1298 | 0.1574 | $21.32 \%$ |
| $10^{-6}$ | 0.000013 | 0.000016 | $21.77 \%$ |

Note that the optimal expected rewards in both problems increase as $\delta$ increases (equivalently $E(M)$ decreases). Moreover, the larger $\delta$, the smaller the percentage difference between the optimal expected rewards. In all considered cases we have $\mathbb{A}<\mathbb{B}$.
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We continue our studies on semilattice ordered algebras. This time we accept constants in the type of algebras. We investigate identities satisfied by such algebras and describe the free objects in varieties of semilattice ordered algebras with constants.
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## 1. INTRODUCTION

Ordered algebras such as Boolean algebras, Heyting algebras, lattice-ordered groups and MV-algebras played a decisive role in logic, both as the models of theories of first (or higher) order logic, as well as the algebraic semantics for the plethora of non-classical logics emerging in the twentieth century from linguistics, philosophy, mathematics, and computer science. For example, lattice-ordered groups play a fundamental role in the study of algebras of logic, while MV-algebras are the algebraic counterparts of the infinite-valued Łukasiewicz propositional logic.

Another important and widely investigated class is given by quantales [25, 26] - complete semilattices with an additional associative multiplication that distributes over arbitrary joins. They were introduced in the 1980s as a non-commutative generalization of locales, to capture the non-commutative logic arising in quantum mechanics. Quantales are examples of semilattice ordered algebras (SLO algebras, for short) which we discuss in this paper.

In the series of papers [17]-[21] we investigated SLO algebras $(A, \Omega, \leq)$, where $(A, \leq)$ is a (join) semilattice, $(A, \Omega)$ is an algebra (where $\Omega$ is a set of operations of any finitary positive arity, and, moreover, $\Omega$ is not necessarily finite) and each operation from $\Omega$ distributes over
the join. Obviously, examples are provided not only by already mentioned quantales or well known additively idempotent semirings [3, 7, 27]; SLO algebras are much more general structures. The basic role in the theory was played by extended power algebras of nonempty subsets and extended algebras of (non-empty) subalgebras. The main aim of the present paper is to describe the properties of SLO algebras with constants, i.e. we allow operations of the arity equal to zero (or in the case of power constructions we allow the empty subset and the empty subalgebra). We study the relations between the SLO algebras with the signatures including and excluding constants. Our motivation is very natural and came from applications in logic, where constants 0 and 1 play a significant role. Similar research in case of commutative doubly-idempotent semirings has been recently described in [1, 3].

The paper is organized as follows. In Section 2 we provide basic definitions, results and examples concerning semilattice ordered algebras with and without various types of constants in the signature. In Section 3 we investigate identities satisfied by SLO algebras and we present a necessary and sufficient condition for a SLO algebra to satisfy some non-linear identity. In Section 4 we describe the free objects in an arbitrary variety $\mathcal{S}$ of semilattice ordered algebras (with various types of constants in the signature) and in the quasivariety of $\Omega$-subreducts of SLO algebras in $\mathcal{S}$. In Section 5 we apply the results to some particular idempotent varieties of SLO algebras.

## 2. SLO ALGEBRAS

Let $\mho$ be the variety of all algebras $(A, \Omega)$ of a (fixed) finitary type $\tau: \Omega \rightarrow \mathbb{N}^{+}$and let $\mathcal{V} \subseteq \mho$ be a subvariety of $\mho$. In [20] we introduced the following definition of a semilattice ordered algebra.

Definition 1. An algebra $(A, \Omega,+)$ is called a semilattice ordered $\mathcal{V}$-algebra (or briefly semilattice ordered algebra) if $(A, \Omega)$ belongs to a variety $\mathcal{V},(A,+)$ is a (join) semilattice (with semilattice order $\leq$, i.e. $x \leq y \Leftrightarrow x+y=y$ ) and the operations from the set $\Omega$ distribute over the operation + , i.e. for each $n$-ary operation $\omega \in \Omega$, and $x_{1}, \ldots, x_{i}, y_{i}, \ldots, x_{n} \in A$

$$
\omega\left(x_{1}, \ldots, x_{i}+y_{i}, \ldots, x_{n}\right)=\omega\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)+\omega\left(x_{1}, \ldots, y_{i}, \ldots, x_{n}\right)
$$

for any $1 \leq i \leq n$.

Definition 1 can be also formulated for semilattice ordered algebras with constants. Such constants may be of two types. The first one may consist of some special elements in the semilattice $(A,+)$ and the second one may refer to the algebra $(A, \Omega) \in \mathcal{V}$. In particular, we can consider semilattice algebras with neutral element with respect to the operation + or with unit elements with respect to operations in $\Omega$.

Definition 2. An algebra $(A, \Omega,+, 0)$ is called a 0 -semilattice ordered $\mathcal{V}$-algebra if $(A, \Omega,+)$ is a semilattice ordered $\mathcal{V}$-algebra, $(A,+, 0)$ is a semilattice with the least element 0 and for each $\omega \in \Omega$ and $x_{1}, \ldots, x_{i}, \ldots, x_{n} \in A$

$$
\omega\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)=0
$$

whenever there is $1 \leq i \leq n$ such that $x_{i}=0$.
Definition 3. Let $A$ be a non-empty set and let $n$ be a positive integer. An element $\alpha \in A$ is called a unit for an n-ary operation $\omega: A^{n} \rightarrow A$ iffor every $x \in A$

$$
\omega(x, \alpha, \ldots, \alpha)=\omega(\alpha, x, \alpha, \ldots, \alpha)=\ldots=\omega(\alpha, \ldots, \alpha, x)=x
$$

We say that $\alpha$ is a unit for an algebra $(A, \Omega)$ if it is a unit for each operation $\omega \in \Omega$.
Remark 4. Let $(A, \Omega)$ be an algebra. Denote by $\mathcal{E}$ the set of all units for $(A, \Omega)$. If there is a binary operation in $\Omega$ then $|\mathcal{E}| \leq 1$, but in general $0 \leq|\mathcal{E}| \leq|A|$. In this paper we assume that whenever a unit exists it is unique, i.e. we consider algebras $(A, \Omega, \alpha)$ of a (fixed) finitary type $\tau: \Omega \cup\{\alpha\} \rightarrow \mathbb{N}$ with the unit $\alpha \in \mathcal{E}$. We denote this unique unit by 1 .

Let $\mho_{1}$ be the variety of all algebras $(A, \Omega, 1)$ of a (fixed) finitary type $\tau: \Omega \cup\{1\} \rightarrow \mathbb{N}$ with the unit 1 and such that $(A, \Omega) \in \mathcal{\mho}$ and let $\mathcal{V}_{1} \subseteq \mho_{1}$ be a subvariety of $\mho_{1}$.

Definition 5. An algebra $(A, \Omega,+, 1)$ is a semilattice ordered $\mathcal{V}_{1}$-algebra with a unit 1 if $(A, \Omega,+)$ is a semilattice ordered $\mathcal{V}$-algebra and 1 is a unit for $(A, \Omega)$.

Note that we do not assume that 1 is the greatest element in the semilattice $(A,+)$.
Definition 6. An algebra $(A, \Omega,+, 0,1)$ is a 0 -semilattice ordered $\mathcal{V}_{1}$-algebra with a unit if $(A, \Omega,+, 0)$ is a 0 -semilattice ordered $\mathcal{V}$-algebra and 1 is a unit for $(A, \Omega)$.

A direct consequence of distributivity is that in a semilattice ordered algebra $(A, \Omega,+)$ for each $n$-ary operation $\omega \in \Omega$ and $x_{i j} \in A$ for $1 \leq i \leq n, 1 \leq j \leq r$ we have

$$
\begin{align*}
& \omega\left(x_{11}, \ldots, x_{n 1}\right)+\ldots+\omega\left(x_{1 r}, \ldots, x_{n r}\right)  \tag{1}\\
& \quad \leq \omega\left(x_{11}+\ldots+x_{1 r}, \ldots, x_{n 1}+\ldots+x_{n r}\right) .
\end{align*}
$$

It is also easy to notice that in semilattice ordered algebras all $\Omega$-operations are monotone with respect to the semilattice order $\leq$. Namely if $x_{i} \leq y_{i} \in A$ for each $1 \leq i \leq n$, then

$$
\begin{equation*}
\omega\left(x_{1}, \ldots, x_{n}\right) \leq \omega\left(y_{1}, \ldots, y_{n}\right) \tag{2}
\end{equation*}
$$

This means that such algebras form a subclass of a class of ordered algebras in the sense of [4] (see also [5] and [2]). Basic examples are given by additively idempotent semirings, distributive lattices, semilattice ordered semigroups [6], semilattice ordered idempotent, entropic algebras (modals) [17], extended power algebras [20] or semilattice modes [13].

We start with a few natural examples of semilattice ordered algebras.

Example 7. Semilattice ordered semigroups. An algebra $(A, \cdot,+)$, where $(A, \cdot)$ is a semigroup, $(A,+)$ is a semilattice and for any $a, b, c \in A, a \cdot(b+c)=a \cdot b+a \cdot c$ and $(a+b) \cdot c=a \cdot c+b \cdot c$ is a semilattice ordered semigroup. In particular, semirings with an idempotent additive reduct ([27], [16]), dissemilattices (called also -distributive bisemilattices in [15]) - algebras $(M, \cdot,+)$ with two semilattice structures $(M, \cdot)$ and $(M,+)$ in which the operation • distributes over the operation + , and distributive lattices are semilattice ordered $\mathcal{S G}$-algebras, where $\mathcal{S G}$ denotes the variety of all semigroups.

Another important class here is given by quantales [25, 26], i.e. semilattice ordered semigroups $(A, \cdot,+)$, where $(A,+)$ is a complete semilattice and the operation • distributes over arbitrary joins.

Example 8. Extended power algebras of algebras. [20] For a given set $A$ denote by $\mathcal{P} A$ the family of all subsets of $A$ and by $\mathcal{P}_{>0} A$ the family of all non-empty subsets of $A$. For any $0 \neq n$-ary operation $\omega: A^{n} \rightarrow A$ we define the complex operation $\omega:(\mathcal{P} A)^{n} \rightarrow \mathcal{P} A$ in the following way:

$$
\begin{equation*}
\omega\left(A_{1}, \ldots, A_{n}\right):=\left\{\omega\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in A_{i}\right\} \tag{3}
\end{equation*}
$$

where $\emptyset \neq A_{1}, \ldots, A_{n} \subseteq A$ and

$$
\omega\left(A_{1}, \ldots, A_{n}\right):=\emptyset,
$$

if there is $A_{i}=\emptyset$ for some $1 \leq i \leq n$.
The set $\mathcal{P} A$ also carries a join semilattice structure under the set-theoretical union $\cup$. In [11] B. Jónsson and A. Tarski proved that complex operations distribute over the union $\cup$. Hence, for any algebra $(A, \Omega) \in \mho$, the extended power algebra $\left(\mathcal{P}_{>0} A, \Omega, \cup\right)$ is a semilattice ordered $\mho$-algebra and the $\emptyset$-extended power algebra $(\mathcal{P} A, \Omega, \cup, \emptyset)$ is a 0 -semilattice ordered $\mho$-algebra.

Notice that the algebras $\left(\mathcal{P}^{<\omega} A, \Omega, \cup, \emptyset\right)$ and $\left(\mathcal{P}_{>0}^{<\omega} A, \Omega, \cup\right)$ of all finite (non-empty) subsets of $A$ are subalgebras of $(\mathcal{P} A, \Omega, \cup, \emptyset)$ and $\left(\mathcal{P}_{>0} A, \Omega, \cup\right)$, respectively. Moreover, the power algebra of all subsets of $A$ can also be viewed as the Boolean algebra $(\mathcal{P} A, \cup, \cap,-, A, \emptyset, \Omega)$ with operators $\Omega$. This concept was introduced and studied by B. Jónsson and A. Tarski [11, 12].

Example 9. Extended power algebras of algebras with a unit. Let $(A, \Omega, 1)$ be an algebra with the unit $1 \in A$. It is clear that for any non-empty subset $X \subseteq A$ and n-ary operation $\omega \in \Omega$

$$
\omega(\{1\}, \ldots, \underbrace{X}_{i}, \ldots,\{1\})=\left\{\omega\left(1, \ldots, x_{i}, \ldots, 1\right) \mid x_{i} \in X\right\}=\left\{x_{i} \mid x_{i} \in X\right\}=X .
$$

Then the algebra $\left(\mathcal{P}_{>0} A, \Omega, \cup,\{1\}\right)$ is a semilattice ordered algebra with the unit $\{1\}$ and the algebra $(\mathcal{P} A, \Omega, \cup, \emptyset,\{1\})$ is a 0 -semilattice ordered algebra with the unit $\{1\}$.

For a semigroup $(A, \cdot)$ its $\emptyset$-extended power algebra $(\mathcal{P} A, \cdot, \cup, \emptyset)$ is a basic example of a quantale. Similarly, the $\emptyset$-extended power algebra with a unit $(\mathcal{P} A, \cdot, \cup, \emptyset,\{1\})$ for a monoid $(A, \cdot, 1)$ is a unital quantale.

An algebra $(A, \Omega)$ is idempotent if each singleton is a subalgebra, i.e. for every $n$-ary operation $\omega \in \Omega$ and $x \in A$ the following identity is satisfied:

$$
\omega(x, \ldots, x)=x
$$

A variety $\mathcal{V}$ of algebras is called idempotent if every algebra in $\mathcal{V}$ is idempotent.
An algebra $(A, \Omega)$ is entropic if any two of its operations commute. This property may also be expressed by means of identities: for every $m$-ary $\omega \in \Omega$ and $n$-ary $\varphi \in \Omega$ operations and $x_{11}, \ldots, x_{n 1}, \ldots, x_{1 m}, \ldots, x_{n m} \in A$

$$
\begin{aligned}
& \omega\left(\varphi\left(x_{11}, \ldots, x_{n 1}\right), \ldots, \varphi\left(x_{1 m}, \ldots, x_{n m}\right)\right)= \\
& \varphi\left(\omega\left(x_{11}, \ldots, x_{1 m}\right), \ldots, \omega\left(x_{n 1}, \ldots, x_{n m}\right)\right) .
\end{aligned}
$$

Remark 10. If there is a unit 1 in an entropic algebra $(A, \Omega)$ then the algebra is symmetric, i.e. for every $n$-ary operation $\omega \in \Omega$ and $x_{1}, \ldots, x_{n} \in A$ the following identity holds:

$$
\omega\left(x_{1}, \ldots, x_{n}\right)=\omega\left(x_{\pi(1)}, \ldots, x_{\pi(n)}\right)
$$

for each permutation $\pi$ of the set $\{1, \ldots, n\}$.
Example 11. Modals. A modal $(M, \Omega,+)$ is a semilattice ordered algebra in which the algebra $(M, \Omega)$ is idempotent and entropic. Examples of modals include semilattice ordered semilattices (dissemilattices) and the algebra $\left(\mathbb{R}, \underline{I}^{0}, \max \right)$ defined on the set of real numbers, where $\underline{I}^{0}$ is the set of the binary operations:

$$
\underline{p}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R},(x, y) \mapsto(1-p) x+p y,
$$

for each $p \in(0,1) \subset \mathbb{R}$.
Idempotent and entropic algebras (called modes) and also modals were introduced and investigated in detail by A. Romanowska and J.D.H. Smith ([22]-[24]). In particular, they showed that for a given idempotent and entropic algebra $(M, \Omega)$, the sets $S_{>0}(M)$ of nonempty subalgebras and $P_{>0}(M)$ of finitely generated non-empty subalgebras under the complex operations $\omega \in \Omega$ and ordered by set-theoretic inclusion are modals. In the case we allow empty subalgebras, one obtains 0 -semilattice ordered modes: $(S(M), \Omega, \cup, \emptyset)$ and $(P(M), \Omega, \cup, \emptyset)$.

If a modal $(M, \Omega,+)$ is entropic, then it is an example of a semilattice mode. Semilattice modes were described by K. Kearnes in [13].

## 3. IDENTITIES IN SLO ALGEBRAS

As we will see in Section 4 the extended power algebras of algebras and their $\Omega$-reducts play a special role in the context of semilattice ordered algebras. Let us recall some fundamental results referring to such algebras.

Let $\mathcal{V} \subseteq \mathcal{U}$ be a variety of algebras and let

$$
\begin{aligned}
& \mathcal{V} \Sigma:=\operatorname{HSP}(\{(\mathcal{P} A, \Omega) \mid(A, \Omega) \in \mathcal{V}\}) \text { and } \\
& \mathcal{V} \Sigma_{>0}:=\operatorname{HSP}\left(\left\{\left(\mathcal{P}_{>0} A, \Omega\right) \mid(A, \Omega) \in \mathcal{V}\right\}\right) .
\end{aligned}
$$

Let us consider their subvarieties

$$
\begin{gathered}
\mathcal{V} \Sigma^{<\omega}:=\operatorname{HSP}\left(\left\{\left(\mathcal{P}^{<\omega} A, \Omega\right) \mid(A, \Omega) \in \mathcal{V}\right\}\right) \text { and } \\
\mathcal{V} \Sigma_{>0}^{<\omega}:=\operatorname{HSP}\left(\left\{\left(\mathcal{P}_{>0}^{<\omega} A, \Omega\right) \mid(A, \Omega) \in \mathcal{V}\right\}\right)
\end{gathered}
$$

of power algebras of finite subsets.
We call a term $t$ of the language of a variety $\mathcal{V}$ linear, if every variable occurs in $t$ at most once. An identity $t \approx u$ is called linear, if both terms $t$ and $u$ are linear.

Note that the definition (3) of a complex operation extends to each linear derived operation $t$ :

$$
\begin{equation*}
t\left(A_{1}, \ldots, A_{n}\right):=\left\{t\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in A_{i}\right\} . \tag{4}
\end{equation*}
$$

Each non-linear term $t$ can be obtained from a linear one $t^{*}$ by identification of some variables. Let $t^{*}\left(x_{11}, \ldots, x_{1 k_{1}}, \ldots, x_{m 1}, \ldots, x_{m k_{m}}\right)$ be a linear term such that

$$
t\left(x_{1}, \ldots, x_{m}\right)=t^{*}(\underbrace{x_{1}, \ldots, x_{1}}_{k_{1}-\text { times }}, \ldots, \underbrace{x_{m}, \ldots, x_{m}}_{k_{m} \text {-times }}) .
$$

Then for any subsets $A_{1}, \ldots, A_{m}$

$$
\begin{aligned}
& \left\{t\left(a_{1}, \ldots, a_{m}\right) \mid a_{i} \in A_{i}\right\} \subseteq t\left(A_{1}, \ldots, A_{m}\right) \\
& \quad=\left\{t^{*}\left(a_{11}, \ldots, a_{1 k_{1}}, \ldots, a_{m 1}, \ldots, a_{m k_{m}}\right) \mid a_{i j} \in A_{i}\right\} \\
& \quad=t^{*}(\underbrace{A_{1}, \ldots, A_{1}, \ldots, \underbrace{A_{m}, \ldots, A_{m}}_{k_{m}-\text { times }}) .}_{k_{1}-\text { times }}
\end{aligned}
$$

G. Grätzer and H . Lakser proved in [8] that for any subvariety $\mathcal{V} \subseteq \mathcal{\mho}$ the following result holds.

Theorem 12 ([8, Theorem 1]). Let $\mathcal{V}$ be a variety of algebras. The variety $\mathcal{V} \Sigma_{>0}$ satisfies precisely those identities which can be obtained from the linear identities true in $\mathcal{V}$ through identification of variables.

Corollary 13 ([19]). Let $\mathcal{V}$ be a variety of algebras. The varieties $\mathcal{V} \Sigma_{>0}$ and $\mathcal{V} \Sigma_{>0}^{<\omega}$ coincide.
An identity $t \approx u$ is called regular if the set of variable symbols occurring in $t$ equals the set of variable symbols occurring in $u$. The following results are analogues to the ones above formulated for varieties of power algebras including the empty set.

Theorem 14 ([8, Theorem 2]). Let $\mathcal{V}$ be a variety of algebras. The variety $\mathcal{V} \Sigma$ satisfies precisely those regular identities which can be obtained from the linear identities true in $\mathcal{V}$ through identification of variables.

Corollary 15. Let $\mathcal{V}$ be a variety of algebras. The varieties $\mathcal{V} \Sigma$ and $\mathcal{V} \Sigma^{<\omega}$ coincide.
Corollary 16 ([8, Corollary 2],[21, Theorem 4.6]). Let $\mathcal{V}$ be a variety of algebras. Then $\mathcal{V}=\mathcal{V} \Sigma_{>0}^{<\omega}$ if and only if $\mathcal{V}$ is defined by a set of linear identities and $\mathcal{V}=\mathcal{V} \Sigma^{<\omega}$ if and only if $\mathcal{V}$ is defined by a set of linear regular identities.

Let $(A, \Gamma)$ be an algebra of a given type $\tau: \Gamma \rightarrow \mathbb{N}$. Denote by $\mathfrak{B} \Gamma$ a set of derived (or term) operations of $\Gamma$ and let $\Omega \subseteq \mathfrak{B} \Gamma$. An algebra $(A, \Omega)$ is said to be a reduct ( $\Omega$-reduct) of the algebra $(A, \Gamma)$. A subalgebra of a reduct of $(A, \Gamma)$ is called a subreduct.

Let $(A, \Omega,+)$ be a semilattice ordered algebra generated by a set $X \subseteq A$. Denote by $\left(\langle X\rangle_{\Omega}, \Omega\right)$ the subalgebra of the $\Omega$-reduct $(A, \Omega)$ generated by the set $X$. The algebra $\left(\langle X\rangle_{\Omega}, \Omega\right)$ contains all elements from $(A, \Omega,+)$ obtained as results of derived (or term) operations from $\Omega$ on the set $X$. We will call it the full $\Omega$-algebra subreduct (of a semilattice ordered algebra $(A, \Omega,+))$ relative to $X$.

An element $r \in A$ is said to be in disjunctive form if it is a join of a finite number of elements from their full $\Omega$-subreduct $\langle X\rangle_{\Omega}$.

The following theorem shows that each element in a semilattice ordered algebra may be expressed in such form.

Lemma 17 (Disjunctive Form Lemma). Let $(A, \Omega,+)$ be a semilattice ordered algebra generated by a set $X \subseteq A$. For each $r \in A$, there exist $r_{1}, \ldots, r_{p} \in\langle X\rangle_{\Omega}$ such that

$$
r=r_{1}+\ldots+r_{p}
$$

Proof. The proof is done by induction on the minimal number $m$ of occurrences of the semilattice operation + in the expression of $r$ as a semilattice ordered algebra word in the alphabet $X$.

Consider $r=r_{1}$ with $r_{1} \in\langle X\rangle_{\Omega}$. Hence, the result holds for $m=0$.
Now suppose that the hypothesis is established for $m>0$ and let $r \in A$ be an element in which the semilattice operation + occurs $m+1$ times. Let $r=r_{1}+r_{2}$, for some $r_{1}, r_{2} \in A$. By induction hypothesis there are $r_{11}, \ldots, r_{1 k}, r_{21}, \ldots, r_{2 n} \in\langle X\rangle_{\Omega}$ such that

$$
r=r_{1}+r_{2}=r_{11}+\ldots+r_{1 k}+r_{21}+\ldots+r_{2 n}
$$

Otherwise, $r=\omega\left(r_{1}, \ldots, r_{k}+s_{k}, \ldots, r_{n}\right)$ for some $\omega \in \Omega$ and $r_{1}, \ldots, r_{k}, \ldots, r_{n}, s_{k} \in A$. Then, by distributivity we have

$$
r=\omega\left(r_{1}, \ldots, r_{k}+s_{k}, \ldots, r_{n}\right)=\omega\left(r_{1}, \ldots, r_{k}, \ldots, r_{n}\right)+\omega\left(r_{1}, \ldots, s_{k}, \ldots, r_{n}\right)
$$

Because $\omega\left(r_{1}, \ldots, r_{k}, \ldots, r_{n}\right), \omega\left(r_{1}, \ldots, s_{k}, \ldots, r_{n}\right) \in A$, this completes the proof.
Corollary 18. Let $(A, \Omega,+)$ be a semilattice ordered algebra generated by a set $X \subseteq A$. There is a set $Y \subseteq A$ of generators of the semilattice $(A,+)$ such that $Y \subseteq\langle X\rangle_{\Omega}$.

Let $\mathcal{S V}$ denote the class of all semilattice ordered algebras such that for each $(A, \Omega,+) \in \mathcal{S V}$ there exists a set of generators such that their full $\Omega$-subreduct lies in $\mathcal{V}$.

Theorem 19. Let $\mathcal{V}$ be a variety of $\Omega$-algebras satisfying an identity $t \approx u$ for some $0 \neq n$-ary terms and let $\mathcal{S} \subseteq \mathcal{S} \mathcal{V}$ be a variety of semilattice ordered algebras $(A, \Omega,+)$ such that the word operation $t: A^{n} \rightarrow A$ distributes over the operation + .

Then the identity $t \approx u$ is satisfied in $\mathcal{S}$ if and only if the word operation $u: A^{n} \rightarrow A$ distributes over the operation + .

Proof. Let $(A, \Omega,+) \in \mathcal{S} \subseteq \mathcal{S V}$ and let the word operation $t: A^{n} \rightarrow A$ distribute over the operation + .

Because the variety $\mathcal{S}$ is, by assumption, included in $\mathcal{S V}$, there exists a set $X$ of generators of $(A, \Omega,+)$ such that its full $\Omega$-algebra subreduct relative to $X$ belongs to the variety $\mathcal{V}$. Hence, the identity $t \approx u$ is also true in $\left(\langle X\rangle_{\Omega}, \Omega\right)$.

First, suppose that the word operation $u: A^{n} \rightarrow A$ distributes over the operation + and let $r_{1}, \ldots, r_{n} \in A$. By the Disjunction Form Lemma 17 there exist $r_{11}, \ldots, r_{1 k_{1}}, \ldots, r_{n 1}, \ldots, r_{n k_{n}}$ $\in\langle X\rangle_{\Omega}$ such that for each $1 \leq i \leq n, r_{i}=r_{i 1}+\ldots+r_{i k_{i}}$. Then, by distributivity of operations $t: A^{n} \rightarrow A$ and $u: A^{n} \rightarrow A$ we obtain

$$
\begin{gathered}
t\left(r_{1}, \ldots, r_{n}\right)=t\left(r_{11}+\ldots+r_{1 k_{1}}, \ldots, r_{n 1}+\ldots+r_{n k_{n}}\right)= \\
\sum_{\substack{1 \leq i \leq n \\
a_{i} \in\left\{r_{i 1}, \ldots, r_{i_{k}}\right\}}} t\left(a_{1}, \ldots, a_{n}\right)=\sum_{\substack{1 \leq i \leq n \\
a_{i} \in\left\{r_{i 1}, \ldots, r_{i k_{k}}\right\}}} u\left(a_{1}, \ldots, a_{n}\right)= \\
u\left(r_{11}+\ldots+r_{1 k_{1}}, \ldots, r_{n 1}+\ldots++r_{n k_{n}}\right)=u\left(r_{1}, \ldots, r_{n}\right) .
\end{gathered}
$$

The converse implication is obvious.
Example 20. Let $(A, \Omega,+)$ be a semilattice ordered algebra and let $\omega \in \Omega$ be an n-ary operation. The unary operation $t(x):=\omega(x, \ldots, x): A \rightarrow A$ distributes over the operation + if and only if for any $x, y \in A$

$$
t(x)+t(y)=\sum_{x_{i} \in\{x, y\}} \omega\left(x_{1}, \ldots, x_{n}\right) .
$$

In particular, if $\omega \in \Omega$ is a binary idempotent operation then the operation $t(x)=\omega(x, x): A \rightarrow A$ distributes over the operation + if and only if for any $x, y \in A$

$$
x+y=x+y+\omega(x, y)+\omega(y, x) .
$$

Lemma 21. Let $(A, \Omega,+)$ be a semilattice ordered algebra and let t be an $0 \neq n$-ary linear $\Omega$-term. Then the word operation $t: A^{n} \rightarrow A$ distributes over the operation + .

Proof. The proof is done by induction on the minimal number $m$ of occurrences of (symbols of) the basic $\Omega$-operations in the corresponding linear $\Omega$-term.

By definition of a semilattice ordered algebra, the lemma is certainly true for $m=1$. Now suppose that the hypothesis is established for $m>1$. Let

$$
t\left(x_{11}, \ldots, x_{k p_{k}}\right)=\omega\left(v_{1}\left(x_{11}, \ldots, x_{1 p_{1}}\right), \ldots, v_{k}\left(x_{k 1}, \ldots, x_{k p_{k}}\right)\right)
$$

be a linear $\Omega$-term, for some $\omega \in \Omega$, different variable symbols $x_{11}, \ldots, x_{1 p_{1}}, \ldots, x_{k 1}, \ldots, x_{k p_{k}}$ and linear $\Omega$-words $v_{1}, \ldots, v_{k}$, in which the basic $\Omega$-operations occur $m+1$ times.

By the induction hypothesis, the $\Omega$-word operations $v_{i}: A^{p_{i}} \rightarrow A$, for $1 \leq i \leq k$, distribute over the operation + . This implies that for any $x_{11}, \ldots, x_{1 p_{1}}, \ldots, x_{i 1}, \ldots, x_{i j}, y_{i j}, \ldots, x_{i p_{i}}$, $\ldots, x_{k 1}, \ldots, x_{k p_{k}} \in A$,

$$
\begin{aligned}
t\left(x_{11},\right. & \left.\ldots, x_{i j}+y_{i j}, \ldots, x_{k p_{k}}\right) \\
= & \omega\left(v_{1}\left(x_{11}, \ldots, x_{1 p_{1}}\right), \ldots, v_{i}\left(x_{i 1}, \ldots, x_{i j}+y_{i j}, \ldots, x_{i p_{i}}\right), \ldots, v_{k}\left(x_{k 1}, \ldots, x_{k p_{k}}\right)\right) \\
= & \omega\left(v_{1}\left(x_{11}, \ldots, x_{1 p_{1}}\right), \ldots, v_{i}\left(x_{i 1}, \ldots, x_{i j}, \ldots, x_{i p_{i}}\right)\right. \\
& \left.+v_{i}\left(x_{i 1}, \ldots, y_{i j}, \ldots, x_{i p_{i}}\right), \ldots, v_{k}\left(x_{k 1}, \ldots, x_{k p_{k}}\right)\right) \\
= & \omega\left(v_{1}\left(x_{11}, \ldots, x_{1 p_{1}}\right), \ldots, v_{i}\left(x_{i 1}, \ldots, x_{i j}, \ldots, x_{i p_{i}}\right), \ldots, v_{k}\left(x_{k 1}, \ldots, x_{k p_{k}}\right)\right) \\
& +\omega\left(v_{1}\left(x_{11}, \ldots, x_{1 p_{1}}\right), \ldots, v_{i}\left(x_{i 1}, \ldots, y_{i j}, \ldots, x_{i p_{i}}\right), \ldots, v_{k}\left(x_{k 1}, \ldots, x_{k p_{k}}\right)\right) \\
= & t\left(x_{11}, \ldots, x_{i j}, \ldots, x_{k p_{k}}\right)+t\left(x_{11}, \ldots, y_{i j}, \ldots, x_{k p_{k}}\right),
\end{aligned}
$$

which completes the proof.
Corollary 22. Let $\mathcal{V}$ be a variety of $\Omega$-algebras satisfying an identity $t \approx u$ for some $0 \neq n$ ary terms, where $t$ is linear. The identity $t \approx u$ is true in a variety $\mathcal{S} \subseteq \mathcal{S} \mathcal{V}$ of semilattice ordered algebras if and only if the word operation $u: A^{n} \rightarrow A$ distributes over the operation $+$.

Corollary 23. A variety $\mathcal{S} \subseteq \mathcal{S V}$ of semilattice ordered algebras satisfies each linear identity true in $\mathcal{V}$.

Corollary 24. Let $\mathcal{V}$ be a variety of $\Omega$-algebras satisfying an identity $\omega(x, \ldots, x)=x$, for $\omega \in \Omega$. The identity $\omega(x, \ldots, x)=x$ is true in a variety $\mathcal{S} \subseteq \mathcal{S V}$ of semilattice ordered algebras if and only if the following identity

$$
x+y=\sum_{x_{i} \in\{x, y\}} \omega\left(x_{1}, \ldots, x_{n}\right)
$$

is true in $\mathcal{S}$.
Let ${ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}$ denote the variety of semilattice ordered algebras generated by extended power algebras of finite non-empty subsets of algebras from $\mathcal{V}$, i.e.,

$$
{ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}:=\operatorname{HSP}\left(\left\{\left(P_{>0}^{<\omega} A, \Omega, \cup\right) \mid(A, \Omega) \in \mathcal{V}\right\}\right) .
$$

Theorem 25. Let $\mathcal{V}$ be a variety of $\Omega$-algebras. The variety $\mathcal{V} \Sigma_{>0}^{<\omega}$ is locally finite if and only if the variety ${ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}$ is locally finite.

Proof. Let $(C, \Omega, \cup) \in{ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}$ be the algebra generated by a finite set $X \subseteq C$. By Disjunctive Form Lemma 17, for each $a \in C$, there exist $a_{1}, \ldots, a_{p} \in\langle X\rangle_{\Omega}$ such that

$$
\begin{equation*}
a=a_{1} \cup \ldots \cup a_{p} . \tag{5}
\end{equation*}
$$

If the variety $\mathcal{V} \Sigma_{>0}^{<\omega}$ is locally finite, then the algebra $\langle X\rangle_{\Omega} \in \mathcal{V} \Sigma_{>0}^{<\omega}$ is finite. Hence, there are only finitely many elements of the form (5). Consequently, the algebra $(C, \Omega, \cup)$ is finite.

Let $\left(F_{\cup \mathcal{V} \Sigma_{>0}^{<\infty}}(X), \Omega, \cup\right)$ be the free algebra in the variety ${ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}$ generated by a set $X$. It is known that the free algebra over $X$ in the variety generated by $\Omega$-subreducts of algebras in $\cup \mathcal{V} \Sigma_{>0}^{<\omega}$ is isomorphic to the $\Omega$-subreduct $(\langle X\rangle, \Omega)$, generated by X , of the free algebra $\left(F_{\cup \mathcal{V} \Sigma_{>0}^{<\omega}}(X), \Omega, \cup\right)$. (See e.g. [17, Theorem 3.9]). The free algebra $\left(F_{\mathcal{V} \Sigma_{>0}^{<\omega}}(X), \Omega\right)$ is then a homomorphic image of $\left(\langle X\rangle_{\Omega}, \Omega\right)$. Consequently, the variety $\mathcal{V} \Sigma_{>0}^{<\omega}$ is locally finite if the variety ${ }^{\cup} \mathcal{V} \Sigma_{>0}^{<\omega}$ is locally finite.

Note that the same is true also for varieties generated by power algebras of all finite subsets (i.e. including the empty set).

## 4. FREE SLO ALGEBRAS WITH CONSTANTS

Let $\left(F_{\mathcal{V}}(X), \Omega\right)$ be the free algebra over a set $X$ in the variety $\mathcal{V} \subseteq \mho$ and $\left(F_{\mathcal{V}_{1}}(X), \Omega\right)$ be the free algebra over a set $X$ in the variety $\mathcal{V}_{1} \subseteq \mho_{1}$. Let $\mathcal{S}_{\mathcal{V}}$ denote the variety of all semilattice ordered $\mathcal{V}$-algebras, $\mathcal{S}_{\mathcal{V}}^{0}$ denote the variety of all 0 -semilattice ordered $\mathcal{V}$-algebras, $\mathcal{S}_{\mathcal{V}_{1}}$ denote the variety of all semilattice ordered $\mathcal{V}_{1}$-algebras and $\mathcal{S}_{\mathcal{V}_{1}}^{0}$ denote the variety of all 0 -semilattice ordered $\mathcal{V}_{1}$-algebras.

Theorem 26 (Universality Property for Semilattice Ordered Algebras). [20] Let $X$ be an arbitrary set and $(A, \Omega,+) \in \mathcal{S}_{\mathcal{V}}$. Each mapping $h: X \rightarrow A_{\text {_ }}$ can be extended to a unique homomorphism $\overline{\bar{h}}:\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right) \rightarrow(A, \Omega,+)$ such that $\left.\overline{\bar{h}}\right|_{X}=h$.

Corollary 27 (Universality Property for 0-Semilattice Ordered Algebras). Let X be an arbitrary set and $(A, \Omega,+, 0) \in \mathcal{S}_{\mathcal{V}}^{0}$. Each mapping $h: X \rightarrow A$ can be extended to a unique homomorphism $\overline{\bar{h}}:\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup, \emptyset\right) \rightarrow(A, \Omega,+, 0)$ such that $\left.\overline{\bar{h}}\right|_{X}=h$.

Proof. Let $(A, \Omega,+, 0) \in \mathcal{S}_{\mathcal{V}}^{0}$. Since $(A, \Omega) \in \mathcal{V}$ then any mapping $h: X \rightarrow A$ may be uniquely extended to an $\Omega$-homomorphism $\bar{h}:\left(F_{\mathcal{V}}(X), \Omega\right) \rightarrow(A, \Omega)$.

Let us define the mapping $\overline{\bar{h}}:\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup, \emptyset\right) \rightarrow(A, \Omega,+, 0)$ by

$$
\overline{\bar{h}}(T)=\sum_{t \in T} \bar{h}(t)
$$

if $T$ is a non-empty finite subset of $F_{\mathcal{V}}(X)$ and

$$
\overline{\bar{h}}(\emptyset)=0
$$

By Theorem 26 the mapping $\left.\overline{\bar{h}}\right|_{\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X)}$ is the unique $\{\Omega, \cup\}$-homomorphism such that $\left.\overline{\bar{h}}\right|_{X}=h$. But obviously if $T_{i}=\emptyset$ for some $i$, we also have:

$$
\begin{aligned}
\overline{\bar{h}}\left(\omega\left(T_{1}, \ldots, \emptyset, \ldots, T_{n}\right)\right)=\overline{\bar{h}}(\emptyset)=0 & =\omega\left(\overline{\bar{h}}\left(T_{1}\right), \ldots, 0, \ldots, \overline{\bar{h}}\left(T_{n}\right)\right) \\
& =\omega\left(\overline{\bar{h}}\left(T_{1}\right), \ldots, \overline{\bar{h}}(\emptyset), \ldots, \overline{\bar{h}}\left(T_{n}\right)\right)
\end{aligned}
$$

Moreover, for $T_{1}=\emptyset$

$$
\overline{\bar{h}}\left(\emptyset \cup T_{2}\right)=\overline{\bar{h}}\left(T_{2}\right)=0+\overline{\bar{h}}\left(T_{2}\right)=\overline{\bar{h}}(\emptyset)+\overline{\bar{h}}\left(T_{2}\right)
$$

which shows that the mapping $\left.\overline{\bar{h}}\right|_{\mathcal{P}<\omega F_{\mathcal{V}}(X)}$ is an $\{\Omega, \cup, \emptyset\}$-homomorphism. This completes the proof.

Corollary 28 (Universality Property for Semilattice Ordered Algebras with a unit). Let $X$ be an arbitrary set and $(A, \Omega,+, 1) \in \mathcal{S}_{\mathcal{V}_{1}}$. Each mapping $h: X \rightarrow A$ can be extended to a unique homomorphism $\overline{\bar{h}}:\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup,\{1\}\right) \rightarrow(A, \Omega,+, 1)$ such that $\left.\overline{\bar{h}}\right|_{X}=h$.

Proof. Let $(A, \Omega, 1)$ be a $\mathcal{V}_{1}$-algebra with the unit $1 \in A$. Then for the $\{\Omega, 1\}$-homomorphism $\bar{h}:\left(F_{\mathcal{V}_{1}}(X), \Omega, 1\right) \rightarrow(A, \Omega, 1)$ which is an extension of a mapping $h: X \rightarrow A$ one has that $\bar{h}(1)=1$. Further, by Theorem 26 , the mapping $\overline{\bar{h}}:\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup\right) \rightarrow(A, \Omega,+)$,

$$
\overline{\bar{h}}(T)=\sum_{t \in T} \bar{h}(t)
$$

for a non-empty finite subset $T$ of $F_{\mathcal{V}_{1}}(X)$, is a homomorphism such that $\left.\overline{\bar{h}}\right|_{X}=h$. In particular, for $T=\{1\}$

$$
\overline{\bar{h}}(\{1\})=\bar{h}(1)=1
$$

Directly from Corollaries 27-28 we obtain the following corollary:
Corollary 29 (Universality Property for 0-Semilattice Ordered Algebras with a unit). Let $X$ be an arbitrary set and $(A, \Omega,+, 0,1) \in \mathcal{S}_{\mathcal{V}_{1}}^{0}$. Each mapping $h: X \rightarrow A$ can be extended to a unique homomorphism $\overline{\bar{h}}:\left(\mathcal{P}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup, \emptyset,\{1\}\right) \rightarrow(A, \Omega,+, 0,1)$ such that $\left.\overline{\bar{h}}\right|_{X}=h$.

By Theorem 26 and Corollaries 27-29, for an arbitrary variety $\mathcal{V} \subseteq \mho$ or $\mathcal{V}_{1} \subseteq \mho_{1}$, algebras $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right),\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup, \emptyset\right)$ or $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup\{1\}\right)$ have the universality property for semilattice ordered algebras in $\mathcal{S}_{\mathcal{V}}, \mathcal{S}_{\mathcal{V}}^{0}$ or $\mathcal{S}_{\mathcal{V}_{1}}$, respectively, but in general, the algebras themselves need not belong to these varieties.

Example 30. Let $\mathcal{V}$ be a variety of semilattices $(A, \cdot)$ and $\mathcal{V}_{1}$ be a variety of semilattices $(A, \cdot, 1)$ with the greatest element 1.

Consider the free semilattice $\left(F_{\mathcal{V}}(X), \cdot\right)$ over a set $X$ in the variety $\mathcal{V}$, the free algebra $\left(F_{\mathcal{V}_{1}}(X), \cdot, 1\right)$ over a set $X$ in the variety $\mathcal{V}_{1}$ and their two generators $x, y \in X$. One can easily see that

$$
\{x, y\} \cdot\{x, y\}=\{x, x \cdot y, y\} \neq\{x, y\} .
$$

This shows that the algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \cdot, \cup\right)$ does not belong to the variety $\mathcal{S}_{\mathcal{V}}$. This also immediately implies that algebras $\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \cdot, \cup \emptyset\right)$ and $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X) F_{\mathcal{V}}(X), \cdot, \cup,\{1\}\right)$ do not belong to varieties $\mathcal{S}_{\mathcal{V}}^{0}$ and $\mathcal{S}_{\mathcal{V}_{1}}$, respectively.
Corollary 31. [20] The semilattice ordered algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{V}}$ if and only if $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right) \in \mathcal{S}_{\mathcal{V}}$.
Corollary 32. The semilattice ordered algebra $\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup, \emptyset\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{V}}^{0}$ if and only if $\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup, \emptyset\right) \in \mathcal{S}_{\mathcal{V}}^{0}$.

Corollary 33. The semilattice ordered algebra $\left(\mathcal{P}_{>0}^{<\omega} \mathcal{V}_{1}(X), \Omega, \cup,\{1\}\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{V}_{1}}$ if and only if $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup,\{1\}\right) \in \mathcal{S}_{\mathcal{V}_{1}}$.

Corollary 34. The semilattice ordered algebra ( $\left.\mathcal{P}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup, \emptyset,\{1\}\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{V}_{1}}^{0}$ if and only if $\left(\mathcal{P}^{<\omega} F_{\mathcal{V}_{1}}(X), \Omega, \cup, \emptyset,\{1\}\right) \in \mathcal{S}_{\mathcal{V}_{1}}^{0}$.
Corollary 35. [20] Let $\left(F_{\mho}(X), \Omega\right)$ be the free algebra over a set $X$ in the variety $\mho$. The extended power algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mho}(X), \Omega, \cup\right)$ is free over $X$ in the variety $\mathcal{S}_{\mho}$ of all semilattice ordered $\mho$-algebras.

Note that, by Corollary 16, the same holds also for any variety defined by a set of linear identities.

Theorem 36. [20] Let $\mathcal{V}$ be a variety defined by a set of linear identities. The extended power algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$ is free over $X$ in the variety $\mathcal{S}_{\mathcal{V}}$ of all semilattice ordered $\mathcal{V}$-algebras.

Theorem 37. Let $\mathcal{V}$ be a variety defined by a set of linear regular identities. The $\emptyset$-extended power algebra $\left(\mathcal{P}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup \emptyset\right)$ is free over $X$ in the variety $\mathcal{S}_{\mathcal{V}}^{0}$ of all 0 -semilattice ordered $\mathcal{V}$-algebras.

For a variety $\mathcal{V}$ let $\mathcal{V}^{*}$ be its linearization, the variety defined by all linear identities satisfied in $\mathcal{V}$. Obviously, $\mathcal{V}^{*}$ contains $\mathcal{V}$ as a subvariety.

Since by Theorem 12 and Corollary 13 for any subvariety $\mathcal{V} \subseteq \mathcal{J}$ the algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega\right)$ satisfies only those identities which are obtained from the linear identities true in $\mathcal{V}$ through identification of variables, then for each subvariety $\mathcal{V} \subseteq \mathcal{\mho}$, the algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega\right)$ belongs to $\mathcal{V}^{*}$, but it does not belong to any of its proper subvarieties.

Corollary 38. Let $X$ be an infinite set. For any subvariety $\mathcal{V} \subseteq \mho$ we have

$$
\mathcal{S}_{\mathcal{V}^{*}}=\operatorname{HSP}\left(\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}^{*}}(X), \Omega, \cup\right)\right) .
$$

Let $\mathcal{S}$ be a non-trivial subvariety of $\mathcal{S}_{\mathcal{V}}$ and $X$ be a set. By [24, Chapter 3.3] the congruence

$$
\Phi_{\mathcal{S}}(X):=\bigcap\left\{\phi \in \operatorname{Con}\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right) \mid\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X) / \phi, \Omega, \cup\right) \in \mathcal{S}\right\}
$$

is the $\mathcal{S}$-replica congruence of $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$ and $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X) / \Phi_{\mathcal{S}}(X), \Omega, \cup\right)$ is called the $\mathcal{S}$-replica of $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$.

Let $(B, \Omega,+) \in \mathcal{S}$. By the universality property of replication (see [24, Lemma 3.3.1.]), for each homomorphism $\overline{\bar{h}}:\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right) \rightarrow(B, \Omega,+)$, there is a unique homomorphism

$$
\widehat{h}:\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X) / \Phi_{\mathcal{S}}(X), \Omega, \cup\right) \rightarrow(B, \Omega,+)
$$

such that

$$
\overline{\bar{h}}=\widehat{h} \circ \operatorname{nat} \Phi_{\mathcal{S}}(X),
$$

where $\operatorname{nat} \Phi_{\mathcal{S}}(X)$ is the natural projection onto the quotient $\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X) / \Phi_{\mathcal{S}}(X)$. Hence, the universality property for $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$ yields the following commuting diagram for any mapping $h: X \rightarrow B$ :


As a result, we obtain the following theorem
Theorem 39. The $\mathcal{S}$-replica of the algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right)$ is free over a set $X$ in the variety $\mathcal{S} \subseteq \mathcal{S}_{\mathcal{V}}$.

Corollary 40. Let $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{V}}(X), \Omega, \cup\right) \in \mathcal{S}$. Then it is free in $\mathcal{S} \subseteq \mathcal{S}_{\mathcal{V}}$ over a set $X$.

Additionally, by Theorem [17, Theorem 3.9] one can obtain a characterization of free algebras in the quasivariety $\mho_{\mathcal{S}}$ of $\Omega$-subreducts of semilattice ordered algebras in a given variety $\mathcal{S}$.

Corollary 41. The free algebra $\left(F_{\mho_{\mathcal{S}}}(X), \Omega\right)$ over $X$ in $\mho_{\mathcal{S}}$ is isomorphic to the full $\Omega$-subreduct $\langle X\rangle_{\Omega}$ of the free semilattice ordered algebra $\left(F_{\mathcal{S}}(X), \Omega,+\right)$ in $\mathcal{S}$.

Free algebras in a quasivariety $\mho_{\Omega}$ are also free in the variety $V\left(\mho_{\Omega}\right)$ generated by $\mho_{\Omega}$ (see [14]). But note that, even if we have a free semilattice ordered algebra ( $F_{\mathcal{S}}(X), \Omega,+$ ) in a given quasivariety $\mathcal{S} \subseteq \mathcal{S} \mathcal{V}$, its full $\Omega$-subreduct $\left(\langle X\rangle_{\Omega}, \Omega\right)$ need not be a free algebra in $\mathcal{V}$.

## 5. APPLICATIONS

### 5.1. IDEMPOTENT SLO ALGEBRAS

As we have already shown in Section 4, in varieties of semilattice ordered algebras true identities are determined by appropriate extended power algebras of algebras and their homomorphic images. Entropic and symmetric identities are both linear and regular. In this section we focus on the idempotent identities which are linear only if the operation $\omega$ occuring there is unary.

Extended power algebras are very rarely idempotent. Note that if the power algebra ( $\mathcal{P}_{>0} A, \Omega$ ) of $(A, \Omega)$ is idempotent then the algebra $(A, \Omega)$ must be idempotent too. Furthermore, if $(A, \Omega)$ is idempotent then for any non-empty subset $B$ of $A$ and $\omega \in \Omega$, we have $B \subseteq \omega(B, \ldots, B)$. Moreover, as an easy consequence of results of A. Romanowska and J.D.H. Smith [23, Proposition 2.1] for an idempotent algebra ( $A, \Omega$ ), a non-empty subset $B \in \mathcal{P}_{>0} A$ is a subalgebra of $(A, \Omega)$ if and only if $\omega(B, \ldots, B)=B$ for each $\omega \in \Omega$.

Corollary 42. [21] The power algebra $\left(\mathcal{P}_{>0} A, \Omega\right)$ of an idempotent algebra $(A, \Omega)$ is idempotent if and only if each non-empty subset $B$ of $A$ is a subalgebra of $(A, \Omega)$.
Example 43. [21] An algebra $(A, \Omega)$ such that $\omega\left(a_{1}, \ldots, a_{n}\right) \in\left\{a_{1}, \ldots, a_{n}\right\}$, for each n-ary $\omega \in \Omega$ and $a_{1}, \ldots, a_{n} \in A$, is called conservative. By Corollary 42, the power algebra of any conservative algebra is idempotent. In particular, the power algebra of a chain, the power algebra of a left zero-semigroup [24], the power algebra of an equivalence algebra [9] and the power algebra of a tournament [10] are all idempotent.

Let $\theta$ be a congruence on an idempotent algebra $(A, \Omega)$. Obviously, $a \theta \omega(a, \ldots, a)$ for each $a \in A$ and $\omega \in \Omega$. On the other hand, it is not always true that $X \theta \omega(X, \ldots, X)$ for a subset $X$ of $A$, if $\left(\mathcal{P}_{>0} A, \Omega\right)$ is not idempotent. It is enough to consider the equality relation on $(A, \Omega)$ in such a case.

Let $(M, \Omega)$ be an idempotent and entropic algebra. Denote by $\mathcal{I}$ the variety of all idempotent $\tau$-algebras of type $\tau: \Omega \cup\{\cup\} \rightarrow \mathbb{N}^{+}$. Then $\operatorname{Con}_{\mathcal{I}}\left(\mathcal{P}_{>0}^{<\omega} M\right)$ is the set of all congruence relations $\gamma$ on $\left(\mathcal{P}_{>0}^{<\omega} M, \Omega, \cup\right)$, such that the quotient $\left(\mathcal{P}_{>0}^{<\omega} M^{\gamma}, \Omega\right)$ is idempotent. By [24, Section 1.4.3] $\operatorname{Con}_{\mathcal{I}}\left(\mathcal{P}_{>0}^{<\omega} M\right)$ is an algebraic subset of the lattice of all congruences of $\left(\mathcal{P}_{>0}^{<\omega} M, \Omega, \cup\right)$. Recall that the least element in $\left(\operatorname{Con}_{\mathcal{I}}\left(\mathcal{P}_{>0}^{<\omega} M\right), \subseteq\right)$ is the $\mathcal{I}$-replica congruence of $\left(\mathcal{P}_{>0}^{<\omega} M, \Omega, \cup\right)$.

Let $(M, \Omega, 1)$ be an idempotent and entropic algebra with the unit $1 \in M$ and let the algebra $\left(\mathcal{P}^{<\omega} M, \Omega, \cup, \emptyset,\{1\}\right)$ be the $\emptyset$-extended power algebra with the unit $\{1\}$. Let us define a binary relation $\rho$ on the set $\mathcal{P}{ }^{<\omega} M$ in the following way:

$$
\begin{align*}
A \rho B \Leftrightarrow & \text { there exist a } k \text {-ary term } t \text { and an } m \text {-ary term } s  \tag{6}\\
& \text { both of type } \Omega \text { such that } \\
& A \subseteq t(B, B, \ldots, B) \text { and } B \subseteq s(A, A, \ldots, A) .
\end{align*}
$$

It was proved in [19] that the relation $\left.\rho\right|_{\mathcal{P}_{<0}^{<\omega} M}$ is the $\mathcal{I}$-replica congruence of $\left(\mathcal{P}_{>0}^{<\omega} M, \Omega, \cup\right)$ and is equal to the relation:

$$
\begin{equation*}
A \alpha B \quad \Leftrightarrow\langle A\rangle=\langle B\rangle, \tag{7}
\end{equation*}
$$

where $\langle A\rangle$ is the subalgebra of $(M, \Omega)$ generated by the set $A$. Therefore, $(\mathcal{P}<\omega M / \rho, \Omega, \cup) \cong$ ( $\left\{\langle A\rangle: A \in \mathcal{P}_{>0}^{<\omega} M\right\}, \Omega,+$ ), where for each $n$-ary complex operation $\omega \in \Omega$ and non-empty subsets $A_{1}, \ldots, A_{n}$ of $M$

$$
\begin{gather*}
\omega\left(\left\langle A_{1}\right\rangle, \ldots,\left\langle A_{n}\right\rangle\right)=\left\langle\omega\left(A_{1}, \ldots, A_{n}\right)\right\rangle \text { and }  \tag{8}\\
\left\langle A_{1}\right\rangle+\left\langle A_{2}\right\rangle=\left\langle A_{1} \cup A_{2}\right\rangle . \tag{9}
\end{gather*}
$$

It is easy to notice that

$$
\emptyset \rho A \quad \Leftrightarrow \quad A=\emptyset
$$

and

$$
\{1\} \rho A \quad \Leftrightarrow \quad A=\{1\} .
$$

Hence, assuming that $\langle\emptyset\rangle=\emptyset, \rho$ is also the $\mathcal{I}$-replica congruence of ( $\mathcal{P}^{<\omega} M, \Omega, \cup$ ) and $\left(\mathcal{P}^{<\omega} M / \rho, \Omega, \cup\right) \cong\left(\left\{\langle A\rangle: A \in \mathcal{P}^{<\omega} M\right\}, \Omega,+\right)$.

By Theorem 39 we have the following theorem
Theorem 44. Let $\mathcal{M}$ be the variety of all idempotent and entropic $\Omega$-algebras $(M, \Omega)$. The 0 -semilattice ordered algebra $\left(\left\{\langle A\rangle: A \in \mathcal{P}^{<\omega} F_{\mathcal{M}}(X)\right\}, \Omega,+, \emptyset\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{M}}^{0}$.

Moreover, for any $k$-ary term $t$ and a subset $1 \notin S \subset M$

$$
\{1\} \cup S \subseteq t(S, \ldots, S) \quad \Leftrightarrow \quad \exists\left(s_{1}, \ldots, s_{k} \in S\right) \quad 1=t\left(s_{1}, \ldots, s_{k}\right)
$$

This shows that for a non-empty subset $S \subset M$ such that $1 \notin S$

$$
\begin{aligned}
\{1\} \cup S \rho S \Leftrightarrow & \text { there exists a } k \text {-ary term } t \text { of type } \Omega \text { and } s_{1}, \ldots, s_{k} \in S \\
& \text { such that } 1=t\left(s_{1}, \ldots, s_{k}\right) .
\end{aligned}
$$

Lemma 45. Let $(M, \Omega, 1)$ be an idempotent and entropic algebra with the unit $1 \in M$. Let us assume that the algebra $(M, \Omega, 1)$ satisfies the following condition:

$$
\begin{equation*}
\forall(\omega \in \Omega) \forall\left(x_{1}, \ldots, x_{n} \in M\right) \quad \omega\left(x_{1}, \ldots, x_{n}\right)=1 \quad \Rightarrow \quad \forall(1 \leq i \leq n) \quad x_{i}=1 \tag{10}
\end{equation*}
$$

Then the relation $\rho$ is the $\mathcal{I}$-replica congruence of $\left(\mathcal{P}_{>0}^{<\omega} M, \Omega, \cup,\{1\}\right)$ and the quotient $\left(\mathcal{P}_{>0}^{<\omega} M / \rho, \Omega, \cup,\{1\}\right)$ is isomorphic to the semilattice ordered algebra:

$$
\left(\left\{\langle A\rangle: A \in \mathcal{P}_{>0}^{<\omega}(M \backslash\{1\})\right\} \cup\left\{\langle A \cup\{1\}\rangle: A \in \mathcal{P}_{>0}^{<\omega} M\right\}, \Omega,+,\{1\}\right) .
$$

Theorem 46. Let $\mathcal{M}_{1}$ be the variety of all idempotent and entropic $\Omega$-algebras $(M, \Omega, 1)$ with the unit 1 which satisfy Condition (10).

Then the semilattice ordered algebra $\left(\left\{\langle A\rangle: 1 \notin A\right.\right.$ and $\left.A \in \mathcal{P}_{>0}^{<\omega} F_{\mathcal{M}}(X)\right\} \cup$ $\left\{\langle A \cup\{1\}\rangle: 1 \notin A\right.$ and $\left.\left.A \in \mathcal{P}_{>0}^{<\omega} F_{\mathcal{M}}(X)\right\} \cup\{\{1\}\}, \Omega,+,\{1\}\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{M}_{1}}$.
Corollary 47. Let $\mathcal{M}_{1}$ be the variety of all idempotent and entropic $\Omega$-algebras $(M, \Omega, 1)$ with the unit 1 which satisfy Condition (10).

Then the 0 -semilattice ordered algebra $\left(\left\{\langle A\rangle: 1 \notin A\right.\right.$ and $\left.A \in \mathcal{P}^{<\omega} F_{\mathcal{M}}(X)\right\} \cup$ $\left\{\langle A \cup\{1\}\rangle: 1 \notin A\right.$ and $\left.\left.A \in \mathcal{P}^{<\omega} F_{\mathcal{M}}(X)\right\}, \Omega,+, \emptyset,\{1\}\right)$ is free over a set $X$ in the variety $\mathcal{S}_{\mathcal{M}_{1}}^{0}$.

### 5.2. COMMUTATIVE DOUBLE IDEMPOTENT SEMIRINGS

Definition 48. A semiring is an algebra $(S, \cdot,+)$ such that

1. $(S, \cdot)$ is a semigroup,
2. $(S,+)$ is a commutative semigroup,
3. for $a, b, c \in S, a \cdot(b+c)=a \cdot b+a \cdot c$ and $(b+c) \cdot a=b \cdot a+c \cdot a$.

A semiring is said to be commutative if the semigroup $(S, \cdot)$ is commutative. A semiring is additively idempotent if the semigroup $(S,+)$ is idempotent and it is multiplicatively idempotent if $(S, \cdot)$ is idempotent. Hence, additively idempotent semirings are simply semilattice ordered semigroups.

Remark 49. Notice that in the literature of semirings there are several definitions depending on whether the algebra contains an identity and/or a zero element. See e.g. [7].

Let $\mathcal{S G}$ denote the variety of all semigroups. By Theorem 36, since associativity is a linear identity, the extended power algebra $\left(\mathcal{P}_{>0}^{<\omega} F_{\mathcal{S G}}(X), \cdot, \cup\right)$ is free over $X$ in the variety $\mathcal{S}_{\mathcal{S G}}$ of all additively idempotent semirings. Free additively idempotent semirings, where ( $S, \cdot$ ) belongs to a subvariety of $\mathcal{S G}$, defined by a set of linear identities, can be described in a similar way.

On the other hand, idempotency is not a linear identity so the extended power algebra of the free algebra in the variety of all idempotent semigroups (bands) need not be idempotent. As a consequence, such algebra is not a free algebra in the variety of all additively and multiplicatively idempotent semirings. Double idempotent semirings were called distributive --bisemilattices by R. McKenzie and A. Romanowska and studied in [15].

If the semigroup $(S, \cdot)$ is also entropic (normal band), i.e. it satisfies for $a, b, c, d \in S$

$$
a \cdot b \cdot c \cdot d=a \cdot c \cdot b \cdot d
$$

then by Theorem 36 the algebra $\left(\left\{\langle A\rangle: A \in \mathcal{P}_{>0}^{<\omega} F_{\mathcal{N B}}(X)\right\}, \cdot,+\right)$ of all finitely generated subalgebras of free algebra $F_{\mathcal{N B}}(X)$ in the variety $\mathcal{N B}$ of all normal bands is free in the variety of double idempotent semirings with entropic multiplication reduct. This result coincides with a construction given by Zhao in [27] where he applied so called closed subsets, since each non-empty subset of a normal band is closed if and only if it is a subband.

Quite recently Chajda and Langer [3] investigated commutative double idempotent semirings $(S, \cdot,+, 0,1)$ with two constants 0 and 1 , such that $(S,+, 0)$ and $(S, \cdot, 1)$ are semilattices with the least element 0 and the greatest element 1 , respectively, and for each $x \in S$,

$$
x \cdot 0=0 \cdot x=0
$$

Clearly, such semirings are exactly 0 -semilattice ordered semilattices with a unit 1 . In particular, Chajda and Langer described free algebras in the variety $\mathcal{Z}$ of all commutative double idempotent semirings with two constants. Since commutative semigroups are trivially entropic some results in [3] immediately follow by general ones.

Let $\mathcal{S} \mathcal{L}_{1}$ be the variety of all semilattices with a unit 1 and let $\left(F_{\mathcal{S L}}(X), \cdot\right)$ be the free semilattice in $\mathcal{S L}$ generated by a set $X$. Obviously, condition (10) is satisfied in any idempotent monoid so by Corollary 47 we obtain:

Theorem 50. The 0 -semilattice ordered algebra $\left(\left\{\langle A\rangle: 1 \notin A \in \mathcal{P}^{<\omega} F_{\mathcal{S L}}(X)\right\} \cup\{\langle A\rangle \cup\right.$ $\left.\left.\{1\}: 1 \notin A \in \mathcal{P}^{<\omega} F_{\mathcal{S} \mathcal{L}}(X)\right\}, \cdot,+, \emptyset,\{1\}\right)$ is free over a set $X$ in the variety $\mathcal{Z}=\mathcal{S}_{\mathcal{S} \mathcal{L}_{1}}^{0}$.

Therefore, directly by Disjunctive Form Lemma 17, every term $t\left(x_{1}, \ldots, x_{n}\right) \in F_{\mathcal{S}_{\mathcal{S}_{1}}^{0}}(X)$ is a sum of some products of variables $x_{1}, \ldots, x_{n}$ (see [3, Lemma 4]).

Furthermore, it is well known that the free algebra generated by $X$ in the variety $\mathcal{S} \mathcal{L}_{0}$ is isomorphic to the semilattice $(\mathcal{P} X, \cup)$ of all subsets of $X$. Then the number of different $n$-ary terms in $F_{\mathcal{S}_{\mathcal{S} \mathcal{L}_{1}}^{0}}(X)$ is less than or equal to $2^{2^{n}}$ (see [3, Corollary 5]). The local finiteness of $\mathcal{Z}=F_{\mathcal{S}_{\mathcal{S}_{1}}^{0}}(X)$ follows also by Theorem 25.

If $X$ is a finite set, then by Theorem 50 the cardinality of $F_{\mathcal{S}_{\mathcal{S}_{1}}}(X)$ is twice that of the set of all subalgebras of the free algebra in the variety $\mathcal{S} \mathcal{L}$ including the empty set:

$$
\left|F_{\mathcal{S}_{\mathcal{S} \mathcal{L}_{1}}^{0}}(X)\right|=2\left|\left\{(A, \cdot):(A, \cdot) \leq F_{\mathcal{S} \mathcal{L}}(X)\right\}\right|
$$

In particular, for $X=\emptyset$ there is only one subalgebra of $F_{\mathcal{S L}}(\emptyset)$ : the empty set. Then $F_{\mathcal{S}_{\mathcal{S} \mathcal{L}_{1}}^{0}}(\emptyset) \cong(\{\emptyset,\{1\}\}, \cdot, \cup, \emptyset,\{1\})$. Furthermore, for $X=\{x\}$ we obtain

$$
F_{\mathcal{S}_{\mathcal{S}_{1}}^{0}}(\{x\}) \cong(\{\emptyset,\{x\},\{1\},\{x, 1\}\}, \cdot, \cup, \emptyset,\{1\})
$$

For $X=\{x, y\}$, the free semilattice $F_{\mathcal{S L}}(X)$ on two generators has three elements: $x, y, x y$ and 7 subalgebras (including the empty set): $\emptyset,\{x\},\{y\},\{x y\},\{x, x y\},\{y, x y\},\{x, y, x y\}$. Hence $\left|F_{\mathcal{S}_{\mathcal{S}_{1}}^{0}}(\{x, y\})\right|=14$.

Referring to the notion introduced in [3] we say that a subset $A$ of $F_{\mathcal{S L}}(X)$ is reduced if

$$
\forall(a \in A) \forall\left(k \in \mathbb{N}^{+}\right) \forall\left(b_{1}, \ldots, b_{k} \in A \backslash\{a\}\right) \quad a \neq b_{1} \cdots b_{k} .
$$

It is evident that for each finitely generated subalgebra $(C, \cdot)$ of $F_{\mathcal{S L}}(X)$ there exists exactly one finite reduced subset $A_{r} \subseteq F_{\mathcal{S L}}(X)$ such that $(C, \cdot)=\left\langle A_{r}\right\rangle$. Hence, the cardinality of the free algebra $F_{\mathcal{S}_{\mathcal{S L}}}(X)$ in the variety $\mathcal{S}_{\mathcal{S L}}$ of all semilattice ordered semilattices is equal to the cardinality of all reduced subsets of $F_{\mathcal{S}}(X)$. This implies that the cardinality of $F_{\mathcal{S}_{\mathcal{S L}_{1}}^{0}}(X)$ is twice that of the set of all reduced subsets of $F_{\mathcal{S} \mathcal{L}}(X)$ including the empty set.

## Acknowledgements

While working on this paper, the authors were supported by the Grant of Warsaw University of Technology 504/04259/1120.

## References

[1] N. Alpay, P. Jipsen, Commutative Doubly-Idempotent Semirings Determined by Chains and by Preorder Forests, in: Fahrenberg U., Jipsen P., Winter M. (eds) Relational and Algebraic Methods in Computer Science RAMiCS 2020, Lecture Notes in Computer Science, vol 12062, Springer, Cham (2020).
[2] S.L. Bloom, Varieties of ordered algebras, J. Comput. Syst. Sci. 13 (1976) 200-212.
[3] I. Chajda, H. Länger, The variety of commutative additively and multiplicatively idempotent semigroups, Semigroup Forum 96 (2018) 409-415.
[4] G. Czédli, A. Lenkehegyi, On classes of ordered algebras and quasiorder distributivity, Acta Sci. Math. 46 (1983) 41-54.
[5] L. Fuchs, On partially ordered algebras I, Colloq. Math. 14 (1966) 113-130.
[6] S. Ghosh, F. Pastijn, X.Z. Zhao, Varieties generated by ordered bands I, Order 22 (2005) 109-128.
[7] J.S. Golan, Semirings and Their Applications, Kluwer, Dordrecht (1999).
[8] G. Grätzer, H. Lakser, Identities for globals (complex algebras) of algebras, Colloq. Math. 56 (1988) 19-29.
[9] J. Ježek, R. McKenzie, The variety generated by equivalence algebras, Algebra Universalis, 2001, 45, 211-219.
[10] J. Ježek, P. Marković, M. Maróti, R. McKenzie, The variety generated by tournaments, Acta Univ. Carolin. Math. Phys., 1999, 40, no. 1, 21-41.
[11] B. Jónsson, A. Tarski, Boolean algebras with operators I, Am. J. Math. 73 (1951) 891-939.
[12] B. Jónsson, A. Tarski, Boolean algebras with operators II, Am. J. Math. 74 (1952), 127-167.
[13] K. Kearnes, Semilattice modes I: the associated semiring, Algebra Univers. 34 (1995) 220-272.
[14] A.I. Mal’cev, Algebraičeskie sistemy, [in Russian], Sovremennaja Algebra, Nauka, Moscow, 1970. English translation: Algebraic systems, Springer Verlag, Berlin, 1973.
[15] R. McKenzie, A. Romanowska, Varieties of - - distributive bisemilattices, Contrib. Gen. Algebra (Proc. Klagenfurt Conf. 1978) 213-218.
[16] F. Pastijn, X.Z. Zhao, Varieties of idempotent semirings with commutative addition, Algebra Univers. 54 (2005), 301-321.
[17] A. Pilitowska, A. Zamojska-Dzienio, Representation of modals, Demonstr. Math. 44(3) (2011) 535-556.
[18] A. Pilitowska, A. Zamojska-Dzienio, On some congruences of power algebras, Cent. Eur. J. Math. 10 (2012) 987-1003.
[19] A. Pilitowska, A. Zamojska-Dzienio, Varieties generated by modes of submodes, Algebra Univers. 68 (2012) 221-236.
[20] A. Pilitowska, A. Zamojska-Dzienio, The lattice of subvarieties of semilattice ordered algebras, Order 31 (2014) 217-238.
[21] A. Pilitowska, A. Zamojska-Dzienio, Closure operators on algebras, Internat.J.Algebra Comput. 25(6) (2015) 1055-1074.
[22] A.B. Romanowska, J.D.H. Smith, Modal Theory, Heldermann Verlag, Berlin (1985).
[23] A.B. Romanowska, J.D.H. Smith, Subalgebra systems of idempotent entropic algebras, J. Algebra, 1989, 120, 247-262.
[24] A.B. Romanowska, J.D.H. Smith, Modes, World Scientific, Singapore (2002).
[25] K.I. Rosenthal, Quantales and their applications, Pitman Res. Notes Math. Ser. 234, Longman Scientific \& Technical, Harlow (copublished in the United States with John Wiley \& Sons Inc., New York), 1990.
[26] W. Rump, Y.C. Yang, Non-commutative logical algebras and algebraic quantales, Ann. Pure Appl. Logic 165 (2014), 759-785.
[27] X.Z. Zhao, Idempotent semirings with a commutative additive reducts, Semigroup Forum 64 (2002) 289296.

Leszek Pysiak ${ }^{1}$, Wiesław Sasin ${ }^{2}$

${ }^{1}$ Institute of Mathematics and Cryptology<br>Military University of Technology, Warsaw, Poland<br>${ }^{2}$ Faculty of Mathematics and Information Science, Warsaw University of Technology, Warsaw, Poland

# SPACE-TIMES WITH INFINITESIMAL OPERATORS 

Manuscript received: 13 July 2020
Manuscript accepted: 30 August 2020


#### Abstract

We present the concept of a differential manifold with infinitesimal operators and we investigate its geometric properties. We construct an algebra of real numbers with operators and using the Yoneda embedding we obtain generalized manifolds. This procedure is functorial, for every real manifold we obtain the associated manifold with infinitesimal operators. The aim of this paper is to propose the concept of space-time using methods of Synthetic Differential Geometry (SDG), which unifies space-time geometry with an algebra of operators.


Keywords: differential spaces, differential geometry, infinitesimals
Mathematics Subject Classification (2020): Primary 58A03, 58A40, 58A99

## INTRODUCTION

In the paper we construct a generalized space-time which can be an arena of unifying general relativity (differential geometry of space-time [12]) and quantum mechanics (theory of operators on a Hilbert space [5]). Some generalizations of the notion of differential manifold as ringed spaces, called the differential spaces or the differentiable spaces, were introduced earlier by Sikorski [16, 17], Aronszajn [1] and Spallek [18], see also [10]. If $M$ is a smooth manifold and $C^{\infty}(M)$ is the ring of smooth functions on it, we obtain the Sikorski differential space $\left(M, C^{\infty}(M)\right)$ as a ringed space [13]. Differential spaces encode the structure of space in a ring of functions, and $C^{\infty}$-rings of functions are a natural place for introducing infinitesimals, as it is done in synthetic differential geometry (see [3, 6, 7, 8, 9]). Let us notice (see [15]) that using the Yoneda embedding for two $C^{\infty}$-rings $A$ and $B$ one can define a generalized space as the ringed space $\left(\operatorname{Hom}_{C^{\infty}}(A, B), \bar{A}\right)$, where $\operatorname{Hom}_{C^{\infty}}(A, B)$ is the set of morphisms from $A$ into $B$ and the $C^{\infty}$-algebra $\bar{A}$, called the differential strtucture of $\operatorname{Hom}_{C^{\infty}}(A, B)$, is defined in the following way:

For any $a \in A$ we define $\bar{a}: \operatorname{Hom}_{C^{\infty}}(A, B) \rightarrow B$ by

$$
\bar{a}(\rho)=\rho(a)
$$

and finally $\bar{A}=\{\bar{a}: a \in A\}$, which is obviously a $C^{\infty}$-ring with the operation:

$$
\omega\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right)=\overline{w\left(a_{1}, \ldots, a_{n}\right)}
$$

for $n \in \mathbb{N}, \omega \in C^{\infty}\left(\mathbb{R}^{n}\right), a_{1}, \ldots, a_{n} \in A$.
In Section 1 , for any $\mathbb{R}$-algebra $\mathcal{U}$ we construct a $C^{\infty}$-ring $R=\mathbb{R} \oplus \mathcal{U} \varepsilon$, with nilpotent $\varepsilon$ such that $\varepsilon^{2}=0$. In fact, for future applications we consider $\mathcal{U}$ as an $\mathbb{R}$-algebra of operators on some Hilbert space.

In Section 2, for an arbitrary differential manifold $M$ we construct the ringed space $\left(\bar{M}, C^{\infty}(\bar{M})\right)$, where $\bar{M}=\operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(M), R\right)$ and $C^{\infty}(\bar{M}):=\overline{\left.C^{\infty}(M)\right)}$, which is called a manifold with infinitesimal operators.

In Section 3, we prove that $C^{\infty}$-rings: $C^{\infty}(M)$ and $C^{\infty}(\bar{M})$ are isomorphic. In consequence we obtain a one-to-one correspondence between tensors on $M$ and respective tensors on $\bar{M}$. The differential geometry on $\bar{M}$ can be interpreted as a copy of the differential geometry on $M .\left(\bar{M}, C^{\infty}(\bar{M})\right)$ is a richer space than $\left(M, C^{\infty}(M)\right)$ but their differential geometries are „equivalent".

In Section 4, we present interesting examples of operators which illustrate our constructions. These operators and other concepts of the paper and of the work [15] will be applied to the theory of unification of relativity theory and quantum mechanics.

## 1. CARTESIAN SPACES WITH INFINITESIMAL OPERATORS

First, we recall the notion of the $C^{\infty}$-ring, which plays an important part in our further considerations.

Definition 1. A unital commutative $\mathbb{R}$-algebra $A$ is a $C^{\infty}$-ring if, given any $n, m \in \mathbb{N}$, $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and $a_{1}, \ldots, a_{n} \in A$, the element $\omega\left(a_{1}, \ldots, a_{n}\right)$ is defined and the following conditions are satisfied:

1. for $\phi, \psi \in C^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\phi\left(x_{1}, x_{2}\right)=x_{1} \cdot x_{2}, \psi\left(x_{1}, x_{2}\right)=x_{1}+x_{2}$, we have

$$
\phi\left(a_{1}, a_{2}\right)=a_{1} \cdot a_{2}, \quad \psi\left(a_{1}, a_{2}\right)=a_{1}+a_{2}
$$

2. for $\pi_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, \pi_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}, i=1, \ldots, n$ we have

$$
\pi_{i}\left(a_{1}, \ldots, a_{n}\right)=a_{i}
$$

3. for the constant function $1 \in C^{\infty}\left(\mathbb{R}^{n}\right)$, we have

$$
1\left(a_{1}, \ldots, a_{n}\right)=1_{A}
$$

4. for $\theta \in C^{\infty}\left(\mathbb{R}^{n}\right), \omega_{1}, \ldots, \omega_{m} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ we have

$$
\left(\theta \circ\left(\omega_{1}, \ldots, \omega_{m}\right)\right)\left(a_{1}, \ldots, a_{n}\right)=\theta\left(\omega_{1}\left(a_{1}, \ldots, a_{n}\right), \ldots, \omega_{m}\left(a_{1}, \ldots, a_{n}\right)\right) .
$$

Let $A, B$ be $C^{\infty}$-rings. A homomorphism $f: A \rightarrow B$ of $\mathbb{R}$-algebras is called $C^{\infty}$-morphism if, for any $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right), n \in \mathbb{N}, a_{1}, \ldots, a_{n} \in A$, the following equality is satisfied:

$$
f\left(\omega\left(a_{1}, \ldots, a_{n}\right)\right)=\omega\left(f\left(a_{1}\right), \ldots, f\left(a_{n}\right)\right)
$$

$C^{\infty}$-rings as objects with $C^{\infty}$-morphisms as morphisms form a category which will be denoted by $C^{\infty}$.

Of course, $\mathbb{R}$ is a $C^{\infty}$-ring with the following operation: for any $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right), x_{1}, \ldots, x_{n} \in \mathbb{R}$, the element $\omega\left(x_{1}, \ldots, x_{n}\right)$ is the value of $\omega$ for arguments $x_{1}, \ldots, x_{n}$.

Now, let $\mathfrak{A}$ be an algebra of operators. We will construct an algebra of real numbers with infinitesimal operators denoted by $\mathbb{R} \oplus \mathfrak{A} \varepsilon$, satisfying the following conditions:
(i) every element has a form $x+\mathfrak{a} \varepsilon$, where $x \in \mathbb{R}, \mathfrak{a} \in \mathfrak{A}$ and $\varepsilon^{2}=0$,
(ii) $(x+\mathfrak{a} \varepsilon)+(y+\mathfrak{b} \varepsilon)=x+y+(\mathfrak{a}+\mathfrak{b}) \varepsilon$,
(iii) $(x+\mathfrak{a} \varepsilon) \cdot(y+\mathfrak{b} \varepsilon)=x \cdot y+(x \mathfrak{b}+y \mathfrak{a}) \varepsilon$.

Let us consider the pairs $(x, \mathfrak{a})$, where $x \in \mathbb{R}$ and $\mathfrak{a} \in \mathfrak{A}$. We define an addition and a multiplication by:

$$
\begin{aligned}
(x, \mathfrak{a})+(y, \mathfrak{b}) & =(x+y, \mathfrak{a}+\mathfrak{b}), \\
(x, \mathfrak{a}) \cdot(y, \mathfrak{b}) & =(x \cdot y, x \mathfrak{b}+y \mathfrak{a})
\end{aligned}
$$

for $x, y \in \mathbb{R}$ and $\mathfrak{a}, \mathfrak{b} \in \mathfrak{A}$.
Let us put $x=(x, \mathfrak{o}), \mathfrak{a} \varepsilon=(0, \mathfrak{a}), \boldsymbol{\varepsilon}=(0, \mathfrak{1}), 1=(1, \mathfrak{o}), 0=(0, \mathfrak{o})$, where $x \in \mathbb{R}, \mathfrak{a} \in \mathfrak{A}$, 1 is the identity operator, $\mathfrak{o}$ is the zero operator in $\mathfrak{A}$. Every element $(x, \mathfrak{a})$ can be written in the following form:

$$
(x, \mathfrak{a})=(x, \mathfrak{o})+(0, \mathfrak{a})=x \cdot(1, \mathfrak{o})+\mathfrak{a} \cdot(0, \mathfrak{1})=x+\mathfrak{a} \varepsilon .
$$

Lemma 2. $\mathbb{R} \oplus \mathfrak{A} \varepsilon$ is a $C^{\infty}$-ring with the operation

$$
\omega\left(x_{1}+\mathfrak{a}_{1} \varepsilon, \ldots, x_{n}+\mathfrak{a}_{n} \varepsilon\right)=\omega\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} \omega_{\mid i}^{\prime}\left(x_{1}, \ldots, x_{n}\right) \mathfrak{a}_{i} \varepsilon
$$

for any $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right)$.
Proof. The verification of conditions 1-4 in Definition 1 is evident.

In the sequel we will denote $\mathbb{R} \oplus \mathfrak{A} \varepsilon$ by $R$ and will say that $R$ is the real line with infinitesimal operators $\mathfrak{a} \varepsilon$, where $\mathfrak{a} \in \mathfrak{A}$. The Cartesian product $R^{n}=R \times \cdots \times R$ is called $n$-dimensional space with infinitesimal operators. An arbitrary point $\left(r_{1}, \ldots, r_{n}\right) \in R^{n}$ can be represented uniquely in the following form:

$$
\left(r_{1}, \ldots, r_{n}\right)=\left(x_{1}+\mathfrak{a}_{1} \varepsilon, \ldots, x_{n}+\mathfrak{a}_{n} \varepsilon\right)=\left(x_{1}, \ldots, x_{n}\right)+\left(\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{n}\right) \varepsilon
$$

where $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},\left(\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{n}\right) \in \mathfrak{A}^{n}$.
If we put $\mathfrak{d}_{i}:=\mathfrak{a}_{i} \varepsilon$, then $\mathfrak{d}_{i}^{2}=0$ and we can write

$$
\left(r_{1}, \ldots, r_{n}\right)=\left(x_{1}, \ldots, x_{n}\right)+\left(\mathfrak{d}_{1}, \ldots, \mathfrak{o}_{n}\right),
$$

where $\mathfrak{d}_{i} \in \mathfrak{D}:=\mathfrak{A} \varepsilon$. For any $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ we define $\bar{f}: R^{n} \rightarrow R$ by

$$
\bar{f}\left(r_{1}, \ldots, r_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} f_{i i}^{\prime}\left(x_{1}, \ldots, x_{n}\right) \mathfrak{a}_{i} \varepsilon
$$

or equivalently

$$
\bar{f}\left(x_{1}+\mathfrak{d}_{1}, \ldots, x_{n}+\mathfrak{d}_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} f_{i i}^{\prime}\left(x_{1}, \ldots, x_{n}\right) \mathfrak{d}_{i},
$$

where $r_{i}=x_{i}+\mathfrak{d}_{i}, i=1, \ldots, n$.
Let us define $C^{\infty}\left(R^{n}\right)=\left\{\bar{f}: f \in C^{\infty}\left(\mathbb{R}^{n}\right)\right\}$. It is easy to see that $C^{\infty}\left(R^{n}\right)$ is a $C^{\infty}$-ring with the operation:

$$
\omega\left(\bar{f}_{1}, \ldots, \bar{f}_{m}\right)=\bar{\omega} \circ\left(\bar{f}_{1}, \ldots, \bar{f}_{m}\right)
$$

for $f_{i} \in C^{\infty}\left(\mathbb{R}^{n}\right), i=1, \ldots, m, \omega \in C^{\infty}\left(\mathbb{R}^{n}\right)$.
Definition 3. A ringed space $\left(R^{n}, C^{\infty}\left(R^{n}\right)\right)$ is called the $n$-dimensional Cartesian space with infinitesimal operators.

One can prove the following lemma:
Lemma 4. The mapping $H: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(R^{n}\right)$ given by

$$
H(f)=\bar{f} \quad \text { for } f \in C^{\infty}\left(\mathbb{R}^{n}\right)
$$

is an isomorphism of $C^{\infty}$-rings.

## 2. MANIFOLDS WITH INFINITESIMAL OPERATORS

In this section, we will introduce the category of differential manifolds with infinitesimal operators using the Yoneda embedding [9]. Let $\left(M, C^{\infty}(M)\right)$ be a differential manifold of
the dimension $n$. Let $\bar{M}:=\operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(M), \mathbb{R} \oplus \mathfrak{A} \varepsilon\right)$ be the set of all morphisms between $C^{\infty}$-rings, $C^{\infty}(M)$ and $\mathbb{R} \oplus \mathfrak{A} \varepsilon$. Every morphism $\rho: C^{\infty}(M) \rightarrow \mathbb{R} \oplus \mathfrak{A} \varepsilon$ can be uniquely represented as a sum

$$
\begin{equation*}
\rho=\chi+v_{\chi} \tag{1}
\end{equation*}
$$

where $\chi: C^{\infty}(M) \rightarrow \mathbb{R}$ and $v_{\chi}: C^{\infty}(M) \rightarrow \mathfrak{A} \varepsilon$. Every morphism $\rho: C^{\infty}(M) \rightarrow \mathbb{R} \oplus \mathfrak{A} \varepsilon$ satisfies the following conditions:

$$
\begin{equation*}
\rho(f \cdot g)=\rho(f) \cdot \rho(g), \quad \rho(k f+g)=k \rho(f)+\rho(g) \tag{2}
\end{equation*}
$$

for any $f, g \in C^{\infty}(M), k \in \mathbb{R}$.
Lemma 5. An arbitrary morphism $\rho \in \bar{M}$ can be uniquely represented as a sum:

$$
\begin{equation*}
\rho=\mathrm{ev}_{x}+v_{\chi} \tag{3}
\end{equation*}
$$

where $\mathrm{ev}_{x}: C^{\infty}(M) \rightarrow \mathbb{R}$ is an evaluation of $C^{\infty}(M)$ at some point $x \in M$ and $v_{\chi}: C^{\infty}(M) \rightarrow \mathfrak{A} \varepsilon$ is a derivation at $x$ with values in $\mathfrak{A} \varepsilon$.

Proof. It follows from (1) and (2) that

$$
\chi(f g)+v_{\chi}(f g)=\left(\chi(f)+v_{\chi}(f)\right) \cdot\left(\chi(g)+v_{\chi}(g)\right)
$$

for any $f, g \in C^{\infty}(M)$. Therefore,

$$
\chi(f g)+v_{\chi}(f g)=\chi(f) \cdot \chi(g)+v_{\chi}(f) \cdot \chi(g)+\chi(f) \cdot v_{\chi}(g)
$$

for any $f, g \in C^{\infty}(M)$. Hence, $\chi(f g)=\chi(f) \cdot \chi(g)$ and $v_{\chi}(f g)=v_{\chi}(f) \cdot \chi(g)+\chi(f) \cdot v_{\chi}(g)$ for any $f, g \in C^{\infty}(M)$. In a similar way, we can prove that $\chi$ and $v_{\chi}$ are $\mathbb{R}$-linear mappings. Since $\chi: C^{\infty}(M) \rightarrow \mathbb{R}$ is a morphism of $C^{\infty}$-rings, then $\chi$ is the evaluation of $C^{\infty}(M)$ at some point $x \in M$ (see [11],[2]). Thus, $\chi=\mathrm{ev}_{x}$ and $v_{\chi}: C^{\infty}(M) \rightarrow \mathfrak{A} \varepsilon$ satisfies the following equation:

$$
v_{\chi}(f g)=v_{\chi}(f) g(x)+f(x) v_{\chi}(g) \quad \text { for any } f, g \in C^{\infty}(M)
$$

Moreover, every morphism $\rho: C^{\infty}(M) \rightarrow \mathbb{R} \oplus \mathfrak{A} \varepsilon$ satisfies the following condition:

$$
\begin{equation*}
\rho\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)=\omega\left(\rho\left(f_{1}\right), \ldots, \rho\left(f_{n}\right)\right) \tag{4}
\end{equation*}
$$

for any $f_{1}, \ldots, f_{n} \in C^{\infty}(M)$. Hence, from (1) we get

$$
\chi\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)+v_{\chi}\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)=\omega\left(\chi\left(f_{1}\right)+v_{\chi}\left(f_{1}\right), \ldots, \chi\left(f_{n}\right)+v_{\chi}\left(f_{n}\right)\right)
$$

for any $f_{1}, \ldots, f_{n} \in C^{\infty}(M)$. Thus, we obtain the following equality:

$$
\chi\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)+v_{\chi}\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)=\omega\left(\chi\left(f_{1}\right), \ldots, \chi\left(f_{n}\right)\right)+\sum_{i=1}^{n} \omega_{\mid i}^{\prime}\left(\chi\left(f_{1}\right), \ldots, \chi\left(f_{n}\right)\right) v_{\chi}\left(f_{i}\right)
$$

for any $f_{1}, \ldots, f_{n} \in C^{\infty}(M)$, or equivalently

$$
\begin{aligned}
\chi\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right) & =\omega\left(\chi\left(f_{1}\right), \ldots, \chi\left(f_{n}\right)\right) \quad \text { and } \\
v_{\chi}\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right) & =\sum_{i=1}^{n} \omega_{\mid i}^{\prime}\left(\chi\left(f_{1}\right), \ldots, \chi\left(f_{n}\right)\right) v_{\chi}\left(f_{i}\right)
\end{aligned}
$$

for any $f_{1}, \ldots, f_{n} \in C^{\infty}(M)$. The first equality means that $\chi$ is a morphism of $C^{\infty}$-rings. In that case, $\chi=\mathrm{ev}_{x}$ for some $x \in M$. The second equality means that $v_{\chi}: C^{\infty}(M) \rightarrow \mathfrak{A} \varepsilon$ is a derivation at $x$ and satisfies

$$
v_{\chi}\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)=\sum_{i=1}^{n} \frac{\partial \omega}{\partial x_{i}}\left(f_{1}(x), \ldots, f_{n}(x)\right) v_{\chi}\left(f_{i}\right)
$$

for any $f_{1}, \ldots, f_{n} \in C^{\infty}(M)$.
Definition 6. Using the decomposition (3) in Lemma 4, we can define the projection $\pi_{M}$ : $\bar{M} \rightarrow M$ by

$$
\begin{equation*}
\pi_{M}(\rho)=x . \tag{5}
\end{equation*}
$$

The mapping $\pi_{M}: \bar{M} \rightarrow M$ is a bundle of the derivations of the $C^{\infty}-$ ring $C^{\infty}(M)$ at points of $M$ with values in $\mathfrak{A} \varepsilon$. Let us denote by $\operatorname{Der}_{x}\left(C^{\infty}(M), \mathfrak{A} \varepsilon\right)$ the set of all such derivations at $x$. Of course, the fiber $\pi_{M}^{-1}(x)=\operatorname{Der}_{x}\left(C^{\infty}(M), \mathfrak{A} \varepsilon\right)$. Let top $M$ be the weakest topology in which all functions from $C^{\infty}(M)$ are continuous. We define the topology on $\bar{M}$ as the family of the sets $\{\bar{U}: U \in \operatorname{top} M\}$, where $\bar{U}=\operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(U), \mathbb{R} \oplus \mathfrak{A} \varepsilon\right)$. It is the weakest topology in which the projection $\pi_{M}: \bar{M} \rightarrow M$ is continuous. Of course, $\bar{U}=\pi_{M}^{-1}(U)$ for $U \in \operatorname{top} M$.

For any $f \in C^{\infty}(M)$ we define $\bar{f}: \bar{M} \rightarrow R$ by

$$
\bar{f}(\rho)=\rho(f) \quad \text { for } \rho \in \bar{M},
$$

and $C^{\infty}(\bar{M}):=\left\{\bar{f}: f \in C^{\infty}(M)\right\} . C^{\infty}(\bar{M})$ is $C^{\infty}$-ring with the operation

$$
\omega\left(\bar{f}_{1}, \ldots, \bar{f}_{n}\right)=\overline{\omega\left(f_{1}, \ldots, f_{n}\right)}
$$

for any $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right), f_{1}, \ldots, f_{n} \in C^{\infty}(M), n \in \mathbb{N}$.
Definition 7. The ringed space $\left(\bar{M}, C^{\infty}(\bar{M})\right)$ is called the manifold with infinitesimal operators associated to the differential manifold $\left(M, C^{\infty}(M)\right)$.

If $x: U \rightarrow V$ is a chart on $M, U$ is open in $M, V$ is open in $\mathbb{R}^{n}, x=\left(x_{1}, \ldots, x_{n}\right), x_{i}: U \rightarrow \mathbb{R}$ are coordinates of $x, i=1, \ldots, n$, then $\bar{x}: \bar{U} \rightarrow \bar{V}$ is a chart on $\bar{M}$ given by

$$
\bar{x}(\rho)=\left(\rho\left(x_{1}\right), \ldots, \rho\left(x_{n}\right)\right),
$$

where $\bar{U}=\operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(U), R\right), \bar{V}=\bar{x}(\bar{U}), \bar{U}$ is open in $\bar{M}, \bar{V}$ is open in $R^{n}$.

We have the functor $M \mapsto \bar{M}$ from the category of differential manifolds to the category of manifolds with infinitesimal operators. If $F: M \rightarrow N$ is a smooth mapping, then the corresponding morphism $\bar{F}: \bar{M} \rightarrow \bar{N}$ is given by

$$
\begin{equation*}
\bar{F}(\rho)=\mathrm{ev}_{F(x)}+F_{* x} v_{\chi} \quad \text { for } \rho \in \bar{M}, \tag{6}
\end{equation*}
$$

where $\rho=\mathrm{ev}_{x}+v_{\chi}, \chi=\mathrm{ev}_{x}, \rho$ is uniquely presented as a sum, $F_{* x} v_{\chi} \in \operatorname{Der}_{F(x)}\left(C^{\infty}(N), \mathfrak{A} \varepsilon\right)$ is defined by the formula:

$$
\left(F_{* x} v_{\chi}\right)(\beta)=v_{\chi}(\beta \circ F) \quad \text { for any } \beta \in C^{\infty}(N) .
$$

The following diagram:

commutes.
Example. For $M=\mathbb{R}$ we have $\overline{\mathbb{R}}=\operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(\mathbb{R}), \mathbb{R} \oplus \mathfrak{A} \varepsilon\right)$. Every element $\rho \in \overline{\mathbb{R}}$ can be presented as $\rho=\mathrm{ev}_{x}+\left.\mathfrak{a} \varepsilon \frac{d}{d x}\right|_{x}$, where $x \in \mathbb{R}$ and $\mathfrak{a} \in \mathfrak{A}$ are unique for $\rho$. For any $f \in C^{\infty}(\mathbb{R})$ we define $\bar{f}: \overline{\mathbb{R}} \rightarrow \overline{\mathbb{R}}$ by

$$
\bar{f}(\rho)=\rho(f)=f(x)+f^{\prime}(x) \mathfrak{a} \varepsilon .
$$

In Section 1 we constructed the real line $R$ with infinitesimal operator $\mathfrak{A} \varepsilon$. The mapping $\overline{\mathbb{R}} \rightarrow R, \rho \mapsto x+\mathfrak{a} \varepsilon$ is a bijection and it is an isomorphism of the ringed spaces $\left(\overline{\mathbb{R}}, C^{\infty}(\overline{\mathbb{R}})\right) \rightarrow$ $\left(R, C^{\infty}(R)\right)$. We generalize this fact for the $n$-dimensional Cartesian space $R^{n}$.
Proposition 8. The mapping $\Phi: \overline{\mathbb{R}^{n}} \rightarrow R^{n}$ given by

$$
\Phi(\rho)=\left(\rho\left(\pi_{1}\right), \ldots, \rho\left(\pi_{n}\right)\right)
$$

where $\pi_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are the projections, $i=1, \ldots, n$, is an isomorphism of the ringed spaces $\left(\overline{\mathbb{R}^{n}}, C^{\infty}\left(\overline{\mathbb{R}^{n}}\right)\right)$ and $\left(R^{n}, C^{\infty}\left(R^{n}\right)\right)$.

Proof. Every $\rho$ can be presented uniquely as $\rho=\mathrm{ev}_{\underline{x}}+\left.\sum_{i=1}^{n} d_{i} \frac{\partial}{\partial x_{i}}\right|_{x}$, where $\underline{x}=\left(x_{1}, \ldots, x_{n}\right)$ $\in \mathbb{R}^{n}, d_{i} \in \mathfrak{A} \varepsilon$ for $i=1, \ldots, n$. It is easy to see that $\rho\left(\pi_{i}\right)=x_{i}+d_{i}$. Thus, the mapping $\Phi$ is given by the following formula $\Phi(\rho)=\left(x_{1}+d_{1}, \ldots, x_{n}+d_{n}\right)=\underline{x}+\underline{d}$. It is evident that $\Phi$ is a bijection.

We will verify that $\Phi^{*} C^{\infty}\left(R^{n}\right)=C^{\infty}\left(\overline{\mathbb{R}^{n}}\right)$. In fact, for any $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ we have $\bar{f} \in C^{\infty}\left(R^{n}\right)$ given by $\bar{f}\left(x_{1}+d_{1}, \ldots, x_{n}+d_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} f_{\mid i}^{\prime}\left(x_{1}, \ldots, x_{n}\right) d_{i}$. Now we consider $\Phi^{*} \bar{f}=\bar{f} \circ \Phi$. We will verify that $\bar{f} \circ \Phi \in C^{\infty}\left(\overline{\mathbb{R}^{n}}\right)$. In fact,

$$
\begin{aligned}
(\bar{f} \circ \Phi)(\rho) & =\bar{f}(\Phi(\rho))=\bar{f}\left(x_{1}+d_{1}, \ldots, x_{n}+d_{n}\right) \\
& =f\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} d_{i} \frac{\partial f}{\partial x_{i}}\left(x_{1}, \ldots, x_{n}\right)=\rho(f)
\end{aligned}
$$

Therefore, $(\bar{f} \circ \Phi)(\rho)=\rho(f)$ for any $\rho \in \overline{\mathbb{R}^{n}}$. Thus, $\bar{f} \circ \bar{\Phi} \in C^{\infty}\left(\overline{\mathbb{R}^{n}}\right)$. The further details of the proof are evident.

## 3. DIFFERENTIAL GEOMETRY OF MANIFOLDS WITH INFINITESIMAL OPERATORS

Let $\left(M, C^{\infty}(M)\right)$ be a differential manifold of dimension $n$, and let $\left(\bar{M}, C^{\infty}(\bar{M})\right)$ be the manifold with infinitesimal operators associated to $M$. Now, we prove the following proposition:
Proposition 9. The mapping $J: C^{\infty}(M) \rightarrow C^{\infty}(\bar{M})$ given by

$$
\begin{equation*}
J(f)=\bar{f} \quad \text { for } f \in C^{\infty}(M) \tag{7}
\end{equation*}
$$

is an isomorphism of $C^{\infty}$-rings.
Proof. Let $f, g \in C^{\infty}(M)$. One can see the following implication:

$$
\bar{f}=\bar{g} \Longrightarrow f=g .
$$

Indeed, $\bar{f}(\rho)=f(\rho)+v_{\chi}(f)$ and $\bar{g}(\rho)=g(\rho)+v_{\chi}(g)$ for any $\rho \in \operatorname{Hom}_{C^{\infty}}\left(C^{\infty}(M), \mathbb{R}+\mathfrak{A} \varepsilon\right)$ with $\chi=\mathrm{ev}_{p}, f(p), g(p) \in \mathbb{R}, v_{p}(f), v_{p}(g) \in \mathfrak{A} \varepsilon$ and $p \in M$. Here, we have used the wellknown fact that the only real-valued $C^{\infty}$-morphism going from $C^{\infty}(M)$ is the evaluations (see [11]). Thus, $f=g$ and the mapping $J$ is a bijection satisfying:

$$
J\left(\omega\left(f_{1}, \ldots, f_{n}\right)\right)=\omega\left(J\left(f_{1}\right), \ldots, J\left(f_{n}\right)\right)
$$

for any $\omega \in C^{\infty}\left(\mathbb{R}^{n}\right), f_{1}, \ldots, f_{n} \in C^{\infty}(M)$. Therefore, $J$ is an isomorphism of $C^{\infty}$-rings.
Corollary 10. The $C^{\infty}(M)$-module of derivations $\operatorname{Der}\left(C^{\infty}(M)\right)$ is isomorphic to the $C^{\infty}(\bar{M})$ module of derivations $\operatorname{Der}\left(C^{\infty}(\bar{M})\right)$.

Proof. For any $X \in \operatorname{Der}\left(C^{\infty}(M)\right)$ we define $\bar{X} \in \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ by

$$
\bar{X}(\bar{f})=\overline{X(f)} \quad \text { for } f \in C^{\infty}(M)
$$

It is easy to see the implication

$$
\bar{X}=\bar{Y} \Longrightarrow X=Y \quad \text { for any } X, Y \in \operatorname{Der}\left(C^{\infty}(M)\right)
$$

and $I(X)=J \circ X \circ J^{-1}$. Therefore, the mapping $I: \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$, given by

$$
\begin{equation*}
I(X)=\bar{X} \quad \text { for } X \in \operatorname{Der}\left(C^{\infty}(M)\right) \tag{8}
\end{equation*}
$$

is an isomorphism of modules.
The isomorphism $J$ allows us to construct differential geometry on manifolds with infinitesimal operators.
Definition 11. For any linear connection $\nabla: \operatorname{Der}\left(C^{\infty}(M)\right) \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow \operatorname{Der}\left(C^{\infty}(M)\right)$ we define the linear connection $\bar{\nabla}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ by

$$
\bar{\nabla}_{\bar{X}} \bar{Y}=\overline{\nabla_{X} Y} \quad \text { for } X, Y \in \operatorname{Der}\left(C^{\infty}(M)\right)
$$

In a similar manner, one can extend the usual definition of any tensor on $M$ to a tensor on the manifold $\bar{M}$ with infinitesimal operators.

For any tensor $A: \operatorname{Der}\left(C^{\infty}(M)\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow \operatorname{Der}\left(C^{\infty}(M)\right)$ of the type $(1, n)$, we define the tensor $\bar{A}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ by

$$
\begin{equation*}
\bar{A}\left(\bar{X}_{1}, \ldots, \bar{X}_{n}\right)=\overline{A\left(X_{1}, \ldots, X_{n}\right)} \quad \text { for } X_{1}, \ldots, X_{n} \in \operatorname{Der}\left(C^{\infty}(\bar{M})\right) . \tag{9}
\end{equation*}
$$

Analogously, for any tensor $B: \operatorname{Der}\left(C^{\infty}(M)\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow C^{\infty}(M)$ of the type $(0, n)$ we define the tensor $\bar{B}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow C^{\infty}(\bar{M})$ by

$$
\begin{equation*}
\bar{B}\left(\bar{X}_{1}, \ldots, \bar{X}_{n}\right)=\overline{B\left(X_{1}, \ldots, X_{n}\right)} \quad \text { for } X_{1}, \ldots, X_{n} \in \operatorname{Der}\left(C^{\infty}(\bar{M})\right) . \tag{10}
\end{equation*}
$$

There is a one-to-one correspondence between the geometric structures (tensors) on $\left(M, C^{\infty}(M)\right)$ and the respective geometric structures (tensors) on $\left(\bar{M}, C^{\infty}(\bar{M})\right)$. Differential geometry on $\left(M, C^{\infty}(M)\right)$ can be lifted to $\left(\bar{M}, C^{\infty}(\bar{M})\right)$ and, conversely, differential geometry on $\left(\bar{M}, C^{\infty}(\bar{M})\right)$ can be projected onto $\left(M, C^{\infty}(M)\right)$. The projection of geometric notion from $\bar{M}$ onto $M$ can be organized using the mapping $\pi_{M}: \bar{M} \rightarrow M$ and $J^{-1}: C^{\infty}(\bar{M}) \rightarrow C^{\infty}(M)$ or $I^{-1}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow \operatorname{Der}\left(C^{\infty}(M)\right)$. The mappings $J^{-1}$ and $I^{-1}$ are linear $C^{\infty}$-isomorphisms. For any derivation $\mathbf{X} \in \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ there exists a unique derivation $X \in \operatorname{Der}\left(C^{\infty}(M)\right)$, $X=I^{-1}(\mathbf{X})$, such that $\bar{X}=\mathbf{X}$. Let us denote the projection of $\mathbf{X}$ by $\pi_{*} \mathbf{X}$. Of course, $\pi_{*} \mathbf{X}=X$. It is easy to see, that $\left(\pi_{*} \mathbf{X}\right)(f)=J^{-1}(\mathbf{X}(\bar{f}))$ for $f \in C^{\infty}(M)$.

For any tensor A : $\operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow C^{\infty}(\bar{M})$ we define its projection $\pi_{*} \mathbf{A}=A, A: \operatorname{Der}\left(C^{\infty}(M)\right) \times \cdots \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow C^{\infty}(M)$ by

$$
A\left(X_{1}, \ldots, X_{n}\right)=J^{-1}\left(\mathbf{A}\left(\bar{X}_{1}, \ldots, \bar{X}_{n}\right)\right) \quad \text { for } X_{1}, \ldots, X_{n} \in \operatorname{Der}\left(C^{\infty}(M)\right) .
$$

Analogously, we can define the projection $\pi_{*} \mathbf{A}=A$ of a tensor $\mathbf{A}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \cdots$ $\times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow C^{\infty}(\bar{M})$ of the same type, given by

$$
\begin{equation*}
\pi_{*} \mathbf{A}\left(X_{1}, \ldots, X_{n}\right)=I^{-1}\left(\mathbf{A}\left(\bar{X}_{1}, \ldots, \bar{X}_{n}\right)\right) \tag{11}
\end{equation*}
$$

for any $X_{1}, \ldots, X_{n} \in \operatorname{Der}\left(C^{\infty}(M)\right)$.
For a linear connection $\boldsymbol{\nabla}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ on $\bar{M}$ we define its projection $\pi_{*} \boldsymbol{\nabla}: \operatorname{Der}\left(C^{\infty}(M)\right) \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow \operatorname{Der}\left(C^{\infty}(M)\right)$ by

$$
\left(\pi_{*} \nabla\right)(X, Y)=I^{-1}(\bar{\nabla}(\bar{X}, \bar{Y})) \quad \text { for any } X, Y \in \operatorname{Der}\left(C^{\infty}(M)\right) .
$$

The Lie bracket of the ordered pair of derivations $\mathbf{X}, \mathbf{Y} \in \operatorname{Der}\left(C^{\infty}(\bar{M})\right)$ is the derivation $[\mathbf{X}, \mathbf{Y}]:=\mathbf{X} \circ \mathbf{Y}-\mathbf{Y} \circ \mathbf{X}$. It is evident that

$$
\pi_{*}[\mathbf{X}, \mathbf{Y}]=\left[\pi_{*} \mathbf{X}, \pi_{*} \mathbf{Y}\right] .
$$

Analogously as on real manifolds we define the torsion tensor

$$
\mathbf{T}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow C^{\infty}(\bar{M})
$$

and the curvature tensor

$$
\mathbf{R}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow \operatorname{Der}\left(C^{\infty}(\bar{M})\right)
$$

by

$$
\mathbf{T}(\mathbf{X}, \mathbf{Y})=\nabla_{\mathbf{X}} \mathbf{Y}-\nabla_{\mathbf{Y}} \mathbf{X}-[\mathbf{X}, \mathbf{Y}]
$$

and $\mathbf{R}(\mathbf{X}, \mathbf{Y}) \mathbf{Z}=\nabla_{\mathbf{X}} \nabla_{\mathbf{Y}} \mathbf{Z}-\nabla_{\mathbf{Y}} \nabla_{\mathbf{X}} \mathbf{Z}-\nabla_{[\mathbf{X}, \mathbf{Y}]} \mathbf{Z}$ for any $\mathbf{X}, \mathbf{Y}, \mathbf{Z} \in \operatorname{Der}\left(C^{\infty}(M)\right)$.

It is evident that the torsion $T$ and the curvature $R$ of the projection $\pi_{*} \boldsymbol{\nabla}=\nabla$ are the respective projections $T=\pi_{*} \mathbf{T}, R=\pi_{*} \mathbf{R}$. Analogously, if we consider the lift $\bar{\nabla}$ on $\bar{M}$ of a connection $\nabla$ on $M$, the lifts of the torsion $T$ and the curvature $R$ of $\nabla$ are the torsion $\mathbf{T}$ and the curvature $\mathbf{R}$ of $\nabla:=\bar{\nabla}$.

If $g: \operatorname{Der}\left(C^{\infty}(M)\right) \times \operatorname{Der}\left(C^{\infty}(M)\right) \rightarrow C^{\infty}(M)$ is a semi-Riemannian metric on $M$, we can consider the lift $\bar{g}: \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \times \operatorname{Der}\left(C^{\infty}(\bar{M})\right) \rightarrow C^{\infty}(\bar{M})$ on $\bar{M}$. If $\nabla$ is the Levi-Civita connection of $g$, then $\bar{\nabla}$ is the Levi-Civita connection of $\bar{g}$. The torsion and the curvature of $\bar{\nabla}$ are the lifts $\bar{T}$ and $\bar{R}$.

If $(M, g)$ is a space-time, one can consider on $M$ the Einstein equation

$$
\text { Ric }+\frac{1}{2} \Re g+\Lambda g=8 \pi \mathbb{T}
$$

where $\Lambda$ is the cosmological constant, Ric is the Ricci curvature (a symmetric $(0,2)$ tensor), $\mathfrak{R} \in C^{\infty}(M)$ is the scalar curvature and $\mathbb{T}$ is the energy-momentum tensor.

One can lift the Einstein equation on $M$ to the manifold $\bar{M}$ with the infinitesimal operators:

$$
\overline{\operatorname{Ric}}+\frac{1}{2} \overline{\mathfrak{R}} \bar{g}+\Lambda \bar{g}=8 \pi \overline{\mathbb{T}} .
$$

We have obtained Einstein equation on $\bar{M} .(\bar{M}, \bar{g})$ is called the space-time with infinitesimal operators.

## 4. POSITION AND MOMENTUM OPERATORS

Let us consider the real line $R$ with the infinitesimal operators $R=\mathbb{R} \oplus \mathcal{U} \varepsilon$. Since the algebra $\mathfrak{A}$ contains the unit element 1 , we can consider a $C^{\infty}$-subalgebra $\mathcal{R}$ of $R$, composed of elements of the form $x+a_{\perp} \varepsilon, x \in \mathbb{R}, a \in \mathbb{R}$. So, $\mathcal{R}=\mathbb{R} \oplus \mathbb{R} \varepsilon$, and it is the ring of dual numbers. It is clear that $\left(\mathcal{R}^{n}, C^{\infty}\left(\mathcal{R}^{n}\right)\right)$ is a subspace of $n$-dimensional Cartesian space with infinitesimal operators $\left(R^{n}, C^{\infty}\left(R^{n}\right)\right.$ ). For any function $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ we have defined $\bar{f}: \mathcal{R}^{n} \rightarrow \mathcal{R}$ by

$$
\bar{f}\left(r_{1}, \ldots, r_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{n} f_{i i}^{\prime}\left(x_{1}, \ldots, x_{n}\right) a_{i} \varepsilon
$$

where $r_{i}=x_{i}+a_{i} \varepsilon, x_{i} \in \mathbb{R}, a_{i} \in \mathbb{R}, i=1, \ldots, n$.
Now we consider interesting examples of operators, namely the operators of position $\bar{Q}_{i}$ : $C^{\infty}\left(\mathcal{R}^{n}\right) \rightarrow C^{\infty}\left(\mathcal{R}^{n}\right), i=1, \ldots, n$, and the operators of momentum $\bar{P}_{j}: C^{\infty}\left(\mathcal{R}^{n}\right) \rightarrow C^{\infty}\left(\mathcal{R}^{n}\right)$, $j=1, \ldots, n$. Let us recall that Euclidean operators of position and momentum in the space $C^{\infty}\left(\mathbb{R}^{n}\right)$ are defined by

$$
\begin{array}{ll}
Q_{i}: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right), & \left(Q_{i} \psi\right)(x)=x_{i} \psi(x), \\
P_{j}: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right), & \left(P_{j} \psi\right)(x)=-\psi_{\mid j}^{\prime}(x)
\end{array}
$$

for $\psi \in C^{\infty}\left(\mathbb{R}^{n}\right), x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ (The last one is the real version of quantum mechanical operator of momentum.).

Now let us define

$$
\left(\bar{Q}_{i} \bar{\psi}\right)(r)=\left(\overline{Q_{i} \psi}\right)(r), \quad\left(\bar{P}_{j} \bar{\psi}\right)(r)=\left(\overline{P_{j} \psi}\right)(r)
$$

for $\bar{\psi} \in C^{\infty}\left(\mathcal{R}^{n}\right), r=\left(r_{1}, \ldots, r_{n}\right), r_{i}=x_{i}+a_{i} \varepsilon, x_{i}, a_{i} \in \mathbb{R}, i, j=1, \ldots, n$, or explicitly:

$$
\begin{aligned}
& \left(\bar{Q}_{i} \bar{\psi}\right)(r)=x_{i} \psi(x)+\psi(x) a_{i} \varepsilon+x_{i} \sum_{k=1}^{n} \psi_{\mid k}^{\prime}(x) a_{k} \varepsilon, \\
& \left(\bar{P}_{j} \bar{\psi}\right)(r)=-\psi_{\mid j}^{\prime}-\sum_{k=1}^{n} \psi_{\mid j k}^{\prime \prime} a_{k} \varepsilon .
\end{aligned}
$$

Proposition 12. The operators of position and momentum satisfy the following commutation relations:

$$
\begin{aligned}
& 1^{\circ}\left[\bar{Q}_{i}, \bar{Q}_{j}\right]=0, \\
& 2^{\circ}\left[\bar{P}_{i}, \bar{P}_{j}\right]=0, \\
& 3^{\circ}\left[\bar{Q}_{i}, \bar{P}_{j}\right]=\delta_{i j} \mathrm{id}_{C^{\circ}\left(\mathcal{R}^{n}\right)} \\
& \text { for } j=1, \ldots, n
\end{aligned}
$$

Proof. The first and second part are easily seen. We will check the last one. We have

$$
\begin{aligned}
\left(\bar{Q}_{i} \bar{P}_{j} \bar{\psi}\right)(r) & =x_{i}\left(P_{j} \psi\right)(x)+\left(P_{j} \psi\right)(x) a_{i} \varepsilon+x_{i} \sum_{k=1}^{n}\left(P_{j} \psi\right)_{\mid k}^{\prime} a_{k} \varepsilon \\
& =x_{i}\left(P_{j} \psi\right)(x)+\left(P_{j} \psi\right)(x) a_{i} \varepsilon+x_{i} \sum_{k=1}^{n}\left(-\psi_{\mid j k}^{\prime \prime}\right)(x) a_{k} \varepsilon \\
& =-x_{i} \psi_{\mid j}^{\prime}(x)-\psi_{\mid j}^{\prime}(x) a_{j} \varepsilon+x_{i}\left(\sum_{k=1}^{n}-\psi_{\mid j k}^{\prime \prime}(x) a_{k} \varepsilon\right)
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\left(\bar{P}_{j} \bar{Q}_{i} \bar{\psi}\right)(r) & =-\left(x_{i} \psi\right)_{\mid j}^{\prime}(x)-\sum_{k=1}^{n}\left(x_{i} \psi\right)_{\mid j k}^{\prime \prime}(x) a_{k} \varepsilon \\
& =\delta_{i j} \psi(x)-x_{i} \psi_{\mid j}^{\prime}(x)-\sum_{k=1}^{n} \delta_{i j} \psi_{\mid k}^{\prime}(x) a_{k} \varepsilon-\sum_{k=1}^{n} \delta_{i k} \psi_{\mid j}^{\prime}(x) a_{k} \varepsilon-\sum_{k=1}^{n} x_{i} \psi_{\mid j k}^{\prime \prime}(x) a_{k} \varepsilon \\
& =-\delta_{i j} \psi(x)-x_{i} \psi_{\mid j}^{\prime}(x)-\delta_{i j} \psi_{\mid k}^{\prime}(x) a_{k} \varepsilon-\psi_{\mid j}^{\prime} a_{i} \varepsilon-\sum_{k=1}^{n} x_{i} \psi_{\mid j k}^{\prime \prime} a_{k} \varepsilon .
\end{aligned}
$$

Computing the commutator of $\bar{Q}_{i}$ and $\bar{P}_{j}$ we obtain

$$
\left[\bar{Q}_{i}, \bar{P}_{j}\right] \bar{\psi}(r)=\bar{Q}_{i} \bar{P}_{j} \bar{\psi}(r)-\bar{P}_{j} \bar{Q}_{i} \bar{\psi}(r)=\delta_{i j} \psi(x)+\delta_{i j} \sum_{k=1}^{n} \psi_{\mid k}^{\prime} a_{k} \varepsilon=\delta_{i j} \bar{\psi}(r)
$$

Thus, we obtain the commutation relations analogous to the classic Weyl-Heisenberg commutation relation known in quantum mechanics.
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#### Abstract

The aim of the paper is to provide sensitivity analysis for a minimum time control problem of hybrid systems. The analysis is established with the help of linearized equations and is also expressed by adjoint equations to systems equations. Both the linearized and the adjoint equations exhibit jumps at points in which a hybrid system changes a discrete state. On the basis of linearized equations a globally convergent algorithm is proposed. It is shown that any accumulation point of a sequence generated by the algorithm satisfies the weak maximum principle for minimum time control problem of hybrid systems. Keywords: hybrid system, minimum time control problem, necessary optimality conditions Mathematics Subject Classification (2020): 49J15, 49K15, 65K10, 34K34


## 1. INTRODUCTION

Hybrid systems are systems with mixed discrete-continuous dynamics ([22],[2]). The set of discrete states $\mathcal{Q}$ consists of a finite number of elements denoted by $q$. The admissible controls set $\mathcal{U}$ consists of control functions $u: I \rightarrow \Omega$ defined on a closed interval $I$ with the values in $\Omega \in \mathbb{R}^{m}$. The continuous dynamics in each discrete state is described by ordinary differential equations (ODEs)

$$
\begin{equation*}
x^{\prime}=f(x, u) \tag{1}
\end{equation*}
$$

or more generally by differential-algebraic equations (DAEs)

$$
\begin{equation*}
0=F\left(x^{\prime}, x, u\right), \tag{2}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, f: \mathbb{R}^{n} \times \Omega \rightarrow \mathbb{R}^{n}, F: \mathbb{R}^{n} \times \mathbb{R}^{n} \times \Omega \rightarrow \mathbb{R}^{n}$. The transitions between discrete states are triggered when the condition of the form $h(x) \leq 0$ stops to be satisfied, where $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$. The functions $h(x)$ are called guards (or switching functions). In this paper the analysis is restricted to systems with autonomous transitions and without state jumps during transitions.

The optimal control problem with a hybrid system has been considered in many papers. The necessary optimality conditions for a class of hybrid systems without state jumps have been first formulated in [23]. In [3] the variational methods have been used to formulate adjoint equations for systems with state jumps. The Pontryagin maximum principle for hybrid systems with state jumps has been formulated for several classes of hybrid systems in [18], [15], [16], [17], [19], [20], [21], [7]. In papers [15], [16], [17], [19], [21] also algorithms based on the hybrid maximum principle are discussed. In [8] time optimal hybrid maximum principle is considered. Our paper does not consider optimal control problems in which switching times are decision variables ([14]).

In [10] an algorithm for optimal control problems with hybrid systems described by higher index DAEs has been introduced. Therein it is assumed that hybrid systems are described by discrete time state equations resulting from the discretization of system equations by an implicit Runge-Kutta method.

In none of these papers an optimal control problem with hybrid systems exhibiting sliding modes has been considered. In [11] some preliminary results on optimal control problems with sliding modes are given. The aim of this paper is to provide results on trajectory sensitivity analysis of hybrid systems in such a way that they could be used to construct algorithms for optimal control problems described by hybrid systems. The special attention is paid to minimum time control problems for which first order method is proposed. It is shown how the sensitivity analysis can be used to establish global convergence of the method and to derive necessary optimality conditions (in the form of the weak maximum principle) for these problems.

In order to introduce hybrid systems, consider a hybrid system with two discrete states collected in a set $\mathcal{Q}=\{1,2\}$ and assume that the transition from a discrete state $q=1$ to $q=2$ is triggered when $h(x) \leq 0$ stops to be satisfied, where $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$. The transition from a discrete state $q=2$ to $q=1$ is triggered when $h(x) \geq 0 \Leftrightarrow-h(x) \leq 0$ stops to be satisfied. The border surface

$$
\begin{equation*}
\Sigma=\left\{x \in \mathbb{R}^{n}: h(x)=0\right\} \tag{3}
\end{equation*}
$$

is called the switching surface.
If the hybrid system starts its evolution from a discrete state $q=1$ the continuous state evolves according to an equation

$$
x^{\prime}=f_{1}(x, u) .
$$

At a transition time $t_{t}$ the continuous state trajectory reaches the switching surface so the following holds

$$
\begin{equation*}
h\left(x\left(t_{t}\right)\right)=0 . \tag{4}
\end{equation*}
$$

The first order condition which guarantees that the continuous state trajectory will cross the switching surface $\Sigma$ is ([6])

$$
\begin{equation*}
h_{x}\left(x\left(t_{t}\right)\right) f_{1}\left(x\left(t_{t}\right), u\left(t_{t}\right)\right)>0 \tag{5}
\end{equation*}
$$

where $h_{x}^{T}(x)$ is the normal vector to $\Sigma$ at $x$. If at a transition time

$$
\begin{equation*}
h_{x}\left(x\left(t_{t}\right)\right) f_{2}\left(x\left(t_{t}\right), u\left(t_{t}\right)\right)>0 \tag{6}
\end{equation*}
$$

then the discrete state changes from $q=1$ to $q=2$ and the continuous state continues the evolution according to the equation $x^{\prime}=f_{2}(x, u)$. If at a transition time

$$
\begin{equation*}
h_{x}\left(x\left(t_{t}\right)\right) f_{2}\left(x\left(t_{t}\right), u\left(t_{t}\right)\right)<0 \tag{7}
\end{equation*}
$$

then both vector fields $f_{1}(x, u)$ and $f_{2}(x, u)$ point towards the surface $\Sigma$ and the sliding motion phenomenon occurs ([4]). We assume that for any control $u$ the hybrid system does not exhibit sliding motion. It means that at a switching time $t_{t}$ either (5) and (6) hold, or

$$
\begin{align*}
& h_{x}\left(x\left(t_{t}\right)\right) f_{2}\left(x\left(t_{t}\right), u\left(t_{t}\right)\right)<0  \tag{8}\\
& h_{x}\left(x\left(t_{t}\right)\right) f_{1}\left(x\left(t_{t}\right), u\left(t_{t}\right)\right)<0 \tag{9}
\end{align*}
$$

are satisfied (in this case the discrete state changes from $q=2$ to $q=1$ ). The paper [12] discusses the general case of a hybrid system which can have sliding motions.

For the simplicity of presentation we discuss optimal control problems with hybrid systems which can only have two discrete states.

## 2. TRAJECTORY SENSITIVITY ANALYSIS

Taking into account the considerations and definitions presented in the previous section, the optimal control problem of interest- $\left(\mathbf{P}^{\prime}\right)$, can be defined as follows:

$$
\begin{equation*}
\min _{u, t_{f}} \boldsymbol{\phi}\left(x\left(t_{f}\right), t_{f}\right) \tag{10}
\end{equation*}
$$

subject to the constraints

$$
\begin{array}{ll}
x^{\prime}=f_{1}(x, u) & \text { if } q=1  \tag{11}\\
x^{\prime}=f_{2}(x, u) & \text { if } q=2
\end{array}
$$

and the terminal constraints

$$
\begin{align*}
& g_{i}^{1}\left(x\left(t_{f}\right)\right)=0 \forall i \in E  \tag{12}\\
& g_{j}^{2}\left(x\left(t_{f}\right)\right) \leq 0 \forall j \in I \tag{13}
\end{align*}
$$

It is assumed that the initial state $x(0)=x_{0}$ is fixed and $E, I$ are finite sets of indices. Notice that when $\phi\left(x\left(t_{f}\right), t_{f}\right)=t_{f}$ we have a minimum time control problem.

Before stating the set of admissible controls we do time transformation in order to 'separate' final time $t_{f}$, as a decision variable, from control variables $u$ defined on the normalized horizon $[0,1]$. We can achieve that by taking the time transformation

$$
\begin{equation*}
\left[0, t_{f}\right] \ni t \rightarrow \tau \in[0,1]: \tau=\frac{t}{t_{f}} . \tag{14}
\end{equation*}
$$

Since we have $d \tau=\frac{d t}{t_{f}}$ and the control problem $\left(\mathbf{P}^{\prime}\right)$ becomes

$$
\begin{equation*}
\min _{u, t_{f}} \boldsymbol{\phi}\left(x(1), t_{f}\right) \tag{15}
\end{equation*}
$$

subject to the constraints

$$
\begin{array}{ll}
x^{\prime}=t_{f} f_{1}(x, u) & \text { if } q=1  \tag{16}\\
x^{\prime}=t_{f} f_{2}(x, u) & \text { if } q=2
\end{array}
$$

and the terminal constraints

$$
\begin{align*}
& g_{i}^{1}(x(1))=0 \forall i \in E  \tag{17}\\
& g_{j}^{2}(x(1)) \leq 0 \forall j \in I . \tag{18}
\end{align*}
$$

For this formulation of our optimal control problem we can introduce the set of admissible controls. We assume that $u$ belongs to the set

$$
\begin{equation*}
\mathcal{U}=\left\{u \in \mathcal{L}_{m}^{1}[0,1]: u(t) \in \Omega, \text { a. e. on }[0,1]=T\right\} \tag{19}
\end{equation*}
$$

where $\Omega$ is a closed convex set in $\mathbb{R}^{m}$. Furthermore, since the minimum time control problem is considered, the following is postulated

$$
\begin{equation*}
t_{f} \in\left[t_{f}^{\min }, t_{f}^{\max }\right]=\mathcal{T}_{f} . \tag{20}
\end{equation*}
$$

The above optimal control problem (15)-(20) we call the problem (P).
The considered control problem can be expressed as an optimization problem over the set of control functions and the set of parameters in $\mathbb{R}$ with the aid of the functions $\bar{F}_{0}: \mathcal{U} \times \mathcal{T}_{f} \rightarrow$ $\mathbb{R}, \bar{g}_{i}^{1}: \mathcal{U} \times \mathcal{T}_{f} \rightarrow \mathbb{R}$ for $i \in E, \bar{g}_{j}^{2}: \mathcal{U} \times \mathcal{T}_{f} \rightarrow \mathbb{R}$ for $j \in I:$

$$
\begin{aligned}
\bar{F}_{0}\left(u, t_{f}\right) & =\phi\left(x^{u, t_{f}}(1), t_{f}\right) \\
\bar{g}_{i}^{1}\left(u, t_{f}\right) & =g_{i}^{1}\left(x^{u, t_{f}}(1)\right) \forall i \in E \\
\bar{g}_{j}^{2}\left(u, t_{f}\right) & =g_{j}^{2}\left(x^{u, t_{f}}(1)\right) \forall j \in I,
\end{aligned}
$$

provided that $x$ is the unique function of $u$ and $t_{f}$, so one can write $x^{u, t_{f}}$.
The reformulated problem is

$$
\begin{equation*}
\min _{u \in \mathcal{U}, t_{f} \in \mathcal{T}_{f}} \bar{F}_{0}\left(u, t_{f}\right) \tag{21}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \bar{g}_{i}^{1}\left(u, t_{f}\right)=0 \forall i \in E  \tag{22}\\
& \bar{g}_{j}^{2}\left(u, t_{f}\right) \leq 0 \forall j \in I \tag{23}
\end{align*}
$$

The parameter $t_{f}$ can be treated as a constant function: $u_{m+1}(t) \equiv t_{f}$ on $[0,1]$ so we can define the extended admissible set

$$
\begin{align*}
\mathcal{U}^{e}=\left\{u_{e}=\left(u, u_{m+1}\right) \in \mathcal{L}_{m+1}^{1}[0,1]: u(t)\right. & \in \Omega \text { a. e. on }[0,1] \\
u_{m+1}(t) & \left.\in \mathcal{T}_{f}, u_{m+1} \equiv \text { const }\right\} . \tag{24}
\end{align*}
$$

The following notation will be needed to formulate some relations (the presentation is for function $u$ ): when $u$ is such that its limits, at time $t_{t}$, and stated below exist then

$$
u\left(t_{t}^{-}\right)=\lim _{t \rightarrow t_{t}, t<t_{t}} u(t), u\left(t_{t}^{+}\right)=\lim _{t \rightarrow t_{t}, t>t_{t}} u(t) .
$$

For example, when the hybrid system changes its discrete state from $q=1$ to $q=2$, the transition conditions can be stated as

$$
\begin{align*}
& h_{x}\left(x\left(t_{t}^{-}\right)\right) f_{1}\left(x\left(t_{t}^{-}\right), u\left(t_{t}^{-}\right)\right)>0  \tag{25}\\
& h_{x}\left(x\left(t_{t}^{+}\right)\right) f_{2}\left(x\left(t_{t}^{+}\right), u\left(t_{t}^{+}\right)\right)>0 \tag{26}
\end{align*}
$$

The notation, as applied in (25)-(26), simplifies presentation of some papers results.
After introducing the extended control $u_{e}$ we can reformulated the equations for the hybrid system in its discrete states

$$
\begin{array}{ll}
x^{\prime}=t_{f} f_{1}(x, u)=f_{1}^{e}\left(x, u_{e}\right) & \text { if } q=1 \\
x^{\prime}=t_{f} f_{2}(x, u)=f_{2}^{e}\left(x, u_{e}\right) & \text { if } q=2 . \tag{27}
\end{array}
$$

This representation of a continuous behaviour of a hybrid system in a discrete state facilitates the derivation of sensitivity results. Furthermore, it enables us to use control functions defined on the fixed interval $T$ as admissible controls (and for that reason this time transformation is used in computational methods aimed at solving minimum time control problems-[9]). However, final sensitivity analysis, adjoint equations and necessary optimality conditions will be presented by referring directly to controls $u$ and the time parameter $t_{f}$.

Our approach to sensitivity of the considered problem heavily relies on the results stated in [9] (see also [13]). Therein, the sensitivity analysis is based on the linearized equations to system equations.

Suppose that our system of interest is as follows

$$
\begin{equation*}
x^{\prime}=f^{e}\left(x, u_{e}\right), \tag{28}
\end{equation*}
$$

where $x(0)=x_{0}$ (fixed) and $u_{e}$ and $f_{e}$ are defined as in (24), (27), with the help of function $f^{e}: \mathbb{R}^{n} \times \mathbb{R}^{m+1} \rightarrow \mathbb{R}^{n}$, the time horizon is $T$.

If we denote by $x^{u_{e}}$ a solution to the equations for a given $u_{e} \in \mathcal{U}^{e}$ and by $x^{u_{e}+d_{e}}$ a solution for a perturbation $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$ then $x^{u_{e}+d_{e}}$ can be approximated by a solution $y^{u_{e}, d_{e}}$ to the linearized equations

$$
\begin{align*}
y^{\prime} & =\left(f^{e}\right)_{x}\left(x, u_{e}\right) y+\left(f^{e}\right)_{u_{e}}\left(x, u_{e}\right) d_{e}  \tag{29}\\
y(0) & =0 \tag{30}
\end{align*}
$$

In particular, the following hold

$$
\begin{align*}
\left\|x^{u_{e}}\right\|_{\mathcal{L}^{\infty}} & \leq c_{1}  \tag{31}\\
\left\|x^{u_{e}+d_{e}}-x^{u_{e}}\right\|_{\mathcal{L}^{\infty}} & \leq c_{2}\left\|d_{e}\right\|_{\mathcal{L}^{2}}  \tag{32}\\
\left\|y^{u_{e}, d_{e}}\right\|_{\mathcal{L}^{\infty}} & \leq c_{3}\left\|d_{e}\right\|_{\mathcal{L}^{1}} \tag{33}
\end{align*}
$$

for some positive constants $c_{1}, c_{2}, c_{3}$. Furthermore, there exists a function $o:[0, \infty) \rightarrow[0, \infty)$ such that $\lim _{s \rightarrow 0^{+}} O(s) / s=0$ and

$$
\begin{equation*}
\left\|x^{u_{e}+d_{e}}-\left(x^{u_{e}}+y^{u_{e}, d_{e}}\right)\right\|_{\mathcal{L}^{\infty}} \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right) \tag{34}
\end{equation*}
$$

(Propositions 1.1, 1.3 in [9]).
The linearized equations (29) can be expressed in terms of $f, u$ and $t_{f}$ :

$$
\begin{equation*}
y^{\prime}=t_{f} f_{x}(x, u) y+t_{f} f_{u}(x, u) d+f(x, u) d_{t} \tag{35}
\end{equation*}
$$

where $d_{e}=\left(d, d_{t}\right), u+d \in \mathcal{U}, t_{f}+d_{t} \in \mathcal{T}_{f}$.
As shown in [9] the relations (31)-(34) hold provided that the assumption (H1) is satisfied:
(H1) $\Omega$ is convex and a compact set. $\mathcal{T}_{f}=\left[t_{f}^{\min }, t_{f}^{\max }\right]$ is such that $0<t_{f}^{\min }<t_{f}^{\max }<\infty$. $f(\cdot, \cdot)$ is differentiable, $f, f_{x}$ and $f_{u}$ are continuous and there exists $K<\infty$ such that

$$
\begin{equation*}
\left\|f_{x}(x, u)\right\| \leq K \text { for all }(x, u) \in \mathbb{R}^{n} \times \Omega \tag{36}
\end{equation*}
$$

In order to simplify the notation, for a given $u_{e}, x$ is written instead of $x^{u_{e}}, x^{d_{e}}$ instead of $x^{u_{e}+d_{e}}$ and $y^{d_{e}}$ instead of $y^{u_{e}, d_{e}}$.

Relations (31)-(34) can be used to provide first order approximations to the functionals in the problem ( $\mathbf{P}$ ). Indeed, one can show (under certain assumptions specified later) that the expressions

$$
\begin{align*}
\left\langle\nabla \bar{F}_{0}\left(u_{e}\right), d_{e}\right\rangle & =\phi_{x}\left(x(1), t_{f}\right) y^{d_{e}}(1)+\phi_{t_{f}}\left(x(1), t_{f}\right) d_{t}  \tag{37}\\
\left\langle\nabla \bar{g}_{i}^{1}\left(u_{e}\right), d_{e}\right\rangle & =\left(g_{i}^{1}\right)_{x}(x(1)) y^{d_{e}}(1), i \in E  \tag{38}\\
\left\langle\nabla \bar{g}_{j}^{2}\left(u_{e}\right), d_{e}\right\rangle & =\left(g_{j}^{2}\right)_{x}(x(1)) y^{d_{e}}(1), j \in I \tag{39}
\end{align*}
$$

estimate $\bar{F}_{0}\left(u_{e}+d_{e}\right)-\bar{F}_{0}\left(u_{e}\right), \bar{g}_{i}^{1}\left(u_{e}+d_{e}\right)-\bar{g}_{i}^{1}\left(u_{e}\right), i \in E, \bar{g}_{j}^{2}\left(u_{e}+d_{e}\right)-\bar{g}_{j}^{2}\left(u_{e}\right), j \in I$ with accuracy $o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right)$ where $o$ is a function such that $o:[0, \infty) \rightarrow[0, \infty)$ and $\lim _{s \rightarrow 0^{+}} o(s) / s=0$.

We will use these estimates to construct a globally convergent algorithm for solving the problem ( $\mathbf{P}$ ).

The estimates can be applied both to system equations in the discrete state $q=1$ and in the discrete state $q=2$ provided that the hypothesis $(\mathbf{H} \mathbf{1})$ applies to the function $f_{1}$ and to the function $f_{2}$ and that switching times $t_{t}$ are fixed.

However, the switching times are determined by controls $u$ and the parameter $t_{f}$ since switching times are the results of intersecting state trajectory $x^{u_{e}}$ with the switching surface. Switching times are thus functions of extended controls $u_{e}$. The consequence of that is that in order to establish linearized equations for the hybrid system on the whole horizon $T$ we have to evaluate differentials of switching times and take them into account while deriving solutions to linearized equations considered on the whole horizon.

We assume that switching times occurring at our hybrid system are of the type when the system changes its discrete state from $q=1$ to $q=2$, or from $q=2$ to $q=1$. In other words the hybrid system does not exhibit sliding motion. It means that at switching times either relations (5)-(6), or (8)-(9) are satisfied. However, in order to provide the sensitivity analysis of 'global nature' (needed for the convergence analysis of an algorithm) we have these relations to be fulfilled in neighourhoods of switching times-these conditions are stated as the hypothesis (H2).

In order to analyse the changes of switching times due to the perturbations of $u_{e}$ suppose that for the extended control $u_{e}$ the switching time $t_{t}$ is evaluated according to the equation

$$
h\left(x\left(t_{t}^{-}\right)\right)=0 .
$$

When the control $u_{e}$ is perturbed by $d_{e}$ then a new switching time, denoted by $t_{t}^{d_{e}}$, will satisfy

$$
h\left(x^{d_{e}}\left(t_{t}^{d_{e}-}\right)\right)=0,
$$

and, in general case, $t_{t}^{d_{e}} \neq t_{t}$.
After the transition the state function $x^{d}$ evolves on an interval $\left[t_{t}^{d_{e}}, 1\right]$ according to the equations

$$
\left(x^{d_{e}}\right)^{\prime}=f_{2}^{e}\left(x^{d_{e}}, u_{e}+d_{e}\right) .
$$

We will show that there exists the linear operator $d t_{t}$ which assigns to each $d_{e}$ a real number $d t_{t}^{d_{e}}$ such that the following condition (see Theorem 1)

$$
\begin{equation*}
t_{t}^{d_{e}}-t_{t}=d t_{t}^{d_{e}}+o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right) \tag{40}
\end{equation*}
$$

holds for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$. Here, $o:(0, \infty) \rightarrow(0, \infty)$ and $\lim _{s \rightarrow 0} s^{-1} o(s)$ $=0$. Moreover, $d t_{t}^{d_{e}}$ is given by the formula

$$
\begin{equation*}
d t_{t}^{d_{e}}=-\frac{h_{x}\left(x\left(t_{t}^{-}\right)\right) y^{d_{e}}\left(t_{t}^{-}\right)}{h_{x}\left(x\left(t_{t}^{-}\right)\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)} . \tag{41}
\end{equation*}
$$

Then there exists the operator $d x_{-}$which assigns to each $d_{e}$ a vector $d x_{-}^{d_{e}}$ according to the formula

$$
\begin{equation*}
d x_{-}^{d_{e}}=y^{d_{e}}\left(t_{t}^{-}\right)+f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right) d t_{t}^{d_{e}} . \tag{42}
\end{equation*}
$$

According to Theorem 1, operator $d x_{-}$satisfies the condition

$$
\begin{equation*}
\left\|x^{d_{e}}\left(t_{t}^{d_{e}-}\right)-x\left(t_{t}^{-}\right)-d x_{-}^{d_{e}}\right\| \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right) \tag{43}
\end{equation*}
$$

for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$, where $o:(0, \infty) \rightarrow(0, \infty)$ and $\lim _{s \rightarrow 0} s^{-1} o(s)=0$.
Furthermore, from Theorem 1 there exists the operator $d x_{+}$which assigns to each $d_{e}$ a vector $d x_{+}^{d_{e}}$ according to the formula

$$
\begin{equation*}
d x_{+}^{d_{e}}=y^{d_{e}}\left(t_{t}^{+}\right)+f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right) d t_{t}^{d}, \tag{44}
\end{equation*}
$$

which satisfies the condition

$$
\begin{equation*}
\left\|x^{d}\left(t_{t}^{d+}\right)-x\left(t_{t}^{+}\right)-d x_{+}^{d}\right\| \leq o\left(\|d\|_{\mathcal{L}^{\infty}}\right) \tag{45}
\end{equation*}
$$

for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$, where $o:(0, \infty) \rightarrow(0, \infty)$ and $\lim _{s \rightarrow 0} s^{-1} o(s)=0$.
Since $d x_{-}^{d}$ and $d x_{+}^{d}$ are linear operators ( $y^{d_{e}}$ is linear and due to (41) $d t_{t}^{d_{e}}$ is also linear) and (43), (45) are satisfied, they are differential. This implies that we must have $d x_{-}^{d}=d x_{+}^{d}$ and as a consequence of that $y^{d_{e}}$ can exhibit a jump at $t_{t}$ :

$$
\begin{equation*}
y^{d_{e}}\left(t_{t}^{+}\right)=y^{d_{e}}\left(t_{t}^{-}\right)+\left[f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)-f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)\right] d t_{t}^{d_{e}}, \tag{46}
\end{equation*}
$$

provided that $d t_{t}^{d_{e}} \neq 0$.
The analysis above has been possible due to Theorem 1 which establishes results concerning differentials associated with changes of switching times for a particular type of hybrid systems in which sliding motion does not occur. The proof of the theorem can be carried out in a similar way as the proof of Theorem 3.1 in [12].

Theorem 1 requires several assumptions (similar to assumptions (H2) and (H3) in [12]). The meaning of the assumption (H2) has already been discussed, the other assumption, (H3), is needed since we explore behaviour of the hybrid system 'just before' (and 'just after') a discrete state switching and the system is controlled by $u$ fulfilling mild restrictions, i.e., $u \in \mathcal{U}$.
(H2) function $h(\cdot)$ is differentiable and there exist $0<L_{1}<+\infty$ and $0<L_{2}<+\infty$ such that

$$
\begin{gather*}
\left\|h_{x}(\hat{x})-h_{x}(x)\right\| \leq L_{1}\|\hat{x}-x\|  \tag{47}\\
\left|h_{x}(\hat{x}) f_{i}(\hat{x}, \hat{u})-h_{x}(x) f_{i}(x, u)\right| \leq L_{2}\|(\hat{x}, \hat{u})-(x, u)\| \tag{48}
\end{gather*}
$$

for all $(x, u),(\hat{x}, \hat{u})$ in $\mathbb{R}^{n} \times \Omega$.
Furthermore, there exists $\varepsilon>0$ and $0<L_{3}<+\infty$ such that for all switching points $t_{t}$ (each switching time corresponds to some $u_{e} \in \mathcal{U}^{e}$ ) and for all their perturbations $t_{t}^{d_{e}}$
triggered by perturbations $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e},\left\|d_{e}\right\|_{\mathcal{L}^{2}} \leq \varepsilon$, and for all $\theta \in[0,1]$ we have

$$
\begin{equation*}
h_{x}\left(x\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right)\right) f_{i}\left(x\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right), u\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right)\right) \geq L_{3}, \tag{49}
\end{equation*}
$$

or

$$
\begin{equation*}
h_{x}\left(x\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right)\right) f_{i}\left(x\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right), u\left(\tau^{\theta, d_{e}}\left(t_{t}\right)\right)\right) \leq-L_{3}, \tag{50}
\end{equation*}
$$

for $i=1,2$, where

$$
\begin{equation*}
\tau^{\theta, d_{e}}\left(t_{t}\right)=t_{t}+\theta\left(t_{t}^{d_{e}}-t_{t}\right) \tag{51}
\end{equation*}
$$

(H3) For any $u \in \mathcal{U}$ and any switching point $t_{t}$ the following limits exist

$$
\begin{equation*}
\lim _{t \rightarrow t_{t}, t<t_{t}} u(t), \lim _{t \rightarrow t_{t}, t>t_{t}} u(t) \tag{52}
\end{equation*}
$$

(and are denoted by $u\left(t_{t}^{-}\right)$and $u\left(t_{t}^{+}\right)$respectively).
Theorem 1. Suppose that at the first considered discrete state the system evolution is given by

$$
\begin{equation*}
x^{\prime}=f_{1}^{e}\left(x, u_{e}\right) \tag{53}
\end{equation*}
$$

and at the other by

$$
\begin{equation*}
x^{\prime}=f_{2}^{e}\left(x, u_{e}\right) . \tag{54}
\end{equation*}
$$

We assume that functions defining systems evolution in the both discrete states satisfy (H1), and if the system changes state from the first state to the other at the switching time $t_{t}$ satisfying

$$
\begin{equation*}
h\left(x\left(t_{t}\right)\right)=0 \tag{55}
\end{equation*}
$$

and the hypothesis (H2) holds for equations (53)-(54) then

$$
h_{x}\left(x\left(t_{t}^{-}\right)\right) y^{d_{e}}\left(t_{t}^{-}\right)+h_{x}\left(x\left(t_{t}^{-}\right)\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\left(t_{t}^{d_{e}}-t_{t}\right)+o\left(\|d\|_{\mathcal{L}^{\infty}}\right)=0,
$$

for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$ where $o$ is such that $\lim _{s \rightarrow 0}|o(s)| / s=0$, and

$$
\begin{equation*}
d t_{t}^{d_{e}}=-\left[h_{x}\left(x\left(t_{t}^{-}\right)\right) y^{d_{e}}\left(t_{t}^{-}\right)\right] /\left[h_{x}\left(x\left(t_{t}^{-}\right)\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\right] . \tag{56}
\end{equation*}
$$

Furthermore,
(i)

$$
\begin{equation*}
\left\|x_{1}^{d_{e}}\left(t_{t}^{d_{e}-}\right)-x_{1}\left(t_{t}^{-}\right)-y_{1}^{d_{e}}\left(t_{t}^{-}\right)-f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right) d t_{t}^{d_{e}}\right\| \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right), \tag{57}
\end{equation*}
$$

for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$ where $x_{1}$, $x_{1}^{d_{e}}$ are solutions to the equation (53) and $y_{1}^{d_{e}}$ are solutions to the linearized equations associated with equations (53), here $o$ is such that $\lim _{s \rightarrow 0}|o(s)| / s=0$;
(ii)

$$
\begin{equation*}
\left\|x_{2}^{d_{e}}\left(t_{t}^{d_{e}+}\right)-x_{2}\left(t_{t}^{+}\right)-y_{2}^{d_{e}}\left(t_{t}^{+}\right)-f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right) d t_{t}^{d_{e}}\right\| \leq o\left(\left\|d_{e}\right\| \mathcal{L}^{\infty}\right), \tag{58}
\end{equation*}
$$

for all $u_{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$ where $x_{2}, x_{2}^{d_{e}}$ are solutions to the equations (54) and $y_{2}^{d_{e}}$ are solutions to the linearized equations associated with equations (54), here $o$ is such that $\lim _{s \rightarrow 0}|o(s)| / s=0$.

The fact that solutions to linearized equations of hybrid systems can exhibit jumps (as stated in (46)) causes that relations (31)-(34) do not apply to hybrid systems. Furthermore, in the case of the considered hybrid system a trajectory $x$ generated by a control $u_{e} \in \mathcal{U}^{e}$ will consist of pieces of trajectories of the system being in discrete state $q=1$ (on the time intervals $A_{i}^{1}, i \in I^{1}$ ) and pieces of trajectories of the system being in the discrete state $q=2$ (on the time intervals $A_{i}^{2}, i \in I^{2}$ ). We have $\cup_{i \in I^{\prime}} A_{i}^{1} \cup_{i \in I^{2}} A_{i}^{2}=[0,1]$.

The first issue is resolved by redefining our meaning of solutions to linearized equationswe substitute $y^{d_{e}}$ by $y_{r c}^{d_{e}}$

$$
y_{r c}^{d_{e}}(t)=\left\{\begin{array}{ll}
y^{d_{e}}(t), & \text { if } t \in[0,1], t \neq t_{t} \\
y^{d_{e}}\left(t_{t}^{+}\right), & \text {if } t=t_{t}
\end{array} .\right.
$$

The second issue, which concerns the varying sizes of subintervals $A_{i}^{1}$ and $A_{i}^{2}$ does not restrain us from using (31)-(34) in relation to hybrid systems as was shown in the proof of Theorem 3.2 presented in [12]. Theorem 2 is Theorem 3.2 adopted to the hybrid systems considered in this paper. Theorem 2 requires the additional assumption which postulates the finite number of switching times for any admissible control $u_{e}$.

Let $N_{t}\left(u_{e}\right)$ be the number of switching times triggered by a control $u_{e} \in \mathcal{U}^{e}$ then the hypothesis is as follows.
(H4) There exists a nonnegative integer number $I_{t}<+\infty$ such that $N_{t}\left(u_{e}\right) \leq I_{t}, \forall u_{e} \in \mathcal{U}^{e}$.
Theorem 2. Suppose that $x$ is the trajectory generated by $u_{e} \in \mathcal{U}^{e}, x^{d_{e}}$ the trajectory generated by $u_{e}+d_{e}$ and $y^{d_{e}}$ is the solution to the linearized equations induced by the perturbation $d_{e}$ of $u_{e}$. Then, if $(\mathbf{H} \mathbf{1}),(\mathbf{H} \mathbf{2}),(\mathbf{H} 3)$ and $(\mathbf{H} 4)$ are satisfied, there exist positive constants $c_{1}$, $c_{2}, c_{3}$ and a function $o:\left([0, \infty] \rightarrow(0, \infty)\right.$ such that $\lim _{s \rightarrow 0^{+}} o(s) / s=0$ for which the following hold

$$
\begin{align*}
\|x\|_{\mathcal{L}^{\infty}} & \leq c_{1}  \tag{59}\\
\left\|x^{d_{e}}-x\right\|_{\mathcal{L}^{\infty}} & \leq c_{2}\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}  \tag{60}\\
\left\|y_{c}^{d_{e}}\right\|_{\mathcal{L}^{\infty}} & \leq c_{3}\left\|d_{e}\right\|_{\mathcal{L}^{1}}  \tag{61}\\
\left\|x^{d_{e}}-\left(x+y_{r c}^{d_{e}}\right)\right\|_{\mathcal{L}^{\infty}} & \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right),  \tag{62}\\
\left\|x^{d_{e}}\left(t_{t}^{d_{e}-}\right)-x\left(t_{t}^{-}\right)-d x_{-}^{d_{e}}\right\| & \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right)  \tag{63}\\
\left\|x^{d_{e}}\left(t_{t}^{d_{e}+}\right)-x\left(t_{t}^{+}\right)-d x_{+}^{d_{e}}\right\| & \leq o\left(\left\|d_{e}\right\|_{\mathcal{L}^{\infty}}\right) \tag{64}
\end{align*}
$$

for any $u_{e} \in \mathcal{U}^{e}$ and $d_{e}$ such that $u_{e}+d_{e} \in \mathcal{U}^{e}$, and any switching point $t_{t}$.

Relations (59)-(64) enable us to: derive adjoint equations for hybrid systems; construct globally convergent algorithms for the problem ( $\mathbf{( P ) \text { ; state necessary optimality conditions for }}$ the considered optimal control problem. The benefits of relations (59)-(64) are illustrated by considering a first order method for solving the problem ( $\mathbf{P}$ ). The method which will be discussed for the rest of the paper is analyzed in details in [9] therefore we only focus on these parts of the analysis which need attention when optimal control problems with hybrid systems are concerned.

## 3. GLOBALLY CONVERGENT ALGORITHM

The method we propose for solving the problem $(\mathbf{P})$ is based on an exact penalty function. By using an exact penalty function approach, instead of solving the problem ( $\mathbf{P}$ ), we solve the problem $\left(\mathbf{P}_{\mathbf{c}}\right)$

$$
\begin{equation*}
\min _{u_{e} \in \mathcal{U}^{e}} \bar{F}_{c}^{e}\left(u_{e}\right) \tag{65}
\end{equation*}
$$

in which the exact penalty function $\bar{F}_{c}^{e}\left(u_{e}\right)$ is defined as follows

$$
\begin{equation*}
\bar{F}_{c}^{e}\left(u_{e}\right)=\bar{F}_{0}^{e}\left(u_{e}\right)+c \max \left[0, \max _{i \in E}\left|\bar{g}_{i}^{1}\left(u_{e}\right)\right|, \max _{j \in I} \bar{g}_{j}^{2}\left(u_{e}\right)\right] \tag{66}
\end{equation*}
$$

For fixed $c$ and $u_{e}$ the direction finding subproblem, $\mathbf{P}_{\mathbf{c}}\left(\mathbf{u}_{\mathbf{e}}\right)$, for the problem $\left(\mathbf{P}_{\mathbf{c}}\right)$ is:

$$
\min _{d_{e} \in \mathcal{D}_{u_{e}}, \beta \in \mathbb{R}}\left[\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}\right), d_{e}\right\rangle+c \beta+1 / 2\left\|d_{e}\right\|_{\mathcal{L}^{2}}^{2}\right]
$$

subject to

$$
\begin{aligned}
\left|\bar{g}_{i}^{1}\left(u_{e}\right)+\left\langle\nabla \bar{g}_{i}^{1}\left(u_{e}\right), d_{e}\right\rangle\right| & \leq \beta \forall i \in E \\
\bar{g}_{j}^{2}\left(u_{e}\right)+\left\langle\nabla \bar{g}_{j}^{2}\left(u_{e}\right), d_{e}\right\rangle & \leq \beta \forall j \in I .
\end{aligned}
$$

Here,

$$
\mathcal{D}_{u_{e}}\left\{d_{e} \in \mathcal{L}_{m+1}^{2}[T]: d_{e} \in \mathcal{U}^{e}-u_{e}\right\} .
$$

The subproblem can be reformulated as an optimization problem with the objective function which is strictly convex. The problem therefore has the unique solution $\left(\bar{d}_{e}, \bar{\beta}\right)$. Since this solution depends on $c$ and $u_{e}$, we may define descent function $\sigma_{c}\left(u_{e}\right)$ and penalty test function $t_{c}\left(u_{e}\right)$, to be used to test optimality of a control $u$ and to adjust $c$, respectively, as

$$
\begin{equation*}
\sigma_{c}\left(u_{e}\right)=\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}\right), \bar{d}_{e}\right\rangle+c\left[\bar{\beta}-M\left(u_{e}\right)\right] \tag{67}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{c}\left(u_{e}\right)=\sigma_{c}\left(u_{e}\right)+M\left(u_{e}\right) / c \tag{68}
\end{equation*}
$$

for given $c>0$ and $u_{e} \in \mathcal{U}^{e}$. Here,

$$
M\left(u_{e}\right)=\max \left[0, \max _{i \in E}\left|\bar{g}_{i}^{1}\left(u_{e}\right)\right|, \max _{j \in I} \bar{g}_{j}^{2}\left(u_{e}\right)\right],
$$

Our algorithm is as follows.
Algorithm. Fix parameters: $\gamma, \eta \in(0,1), c_{0}>0, \varkappa>1$.

1. Choose the initial control $u_{e}^{0} \in \mathcal{U}^{e}$. Set $k=0, c^{-1}=c^{0}$.
2. Let $c^{k}$ be the smallest number chosen from $\left\{c^{k-1}, \varkappa c^{k-1}, \varkappa^{2} c^{k-1}, \ldots\right\}$ such that the solution $\left(d_{e}^{k}, \beta^{k}\right)$ to the direction finding subproblem $\mathbf{P}_{\mathbf{c}^{\mathbf{k}}}\left(\mathbf{u}_{\mathbf{e}}^{\mathbf{k}}\right)$ satisfies

$$
\begin{equation*}
t_{c^{k}}\left(u_{e}^{k}\right) \leq 0 . \tag{69}
\end{equation*}
$$

If $\sigma_{c^{k}}\left(u_{e}^{k}\right)=0$ then STOP.
3. Let $\alpha^{k}$ be the largest number chosen from the set $\left\{1, \eta, \eta^{2}, \ldots,\right\}$ such that

$$
u_{e}^{k+1}=u_{e}^{k}+\alpha^{k} d_{e}^{k}
$$

satisfies the relation

$$
\begin{equation*}
\bar{F}_{c^{k}}\left(u_{e}^{k+1}\right)-\bar{F}_{c^{k}}\left(u_{e}\right) \leq \gamma \alpha_{k} \sigma_{c^{k}}\left(u_{e}^{k}\right) . \tag{70}
\end{equation*}
$$

Increase k by one. Go to Step 2.

In order to establish convergence of Algorithm we need to introduce two additional hypotheses. The first one concerns the functions defining the objective and constraints:
(H5) $\phi, g_{i}^{1}, i \in E, g_{j}^{2}, j \in I$ are continuously differentiable functions.

The second one is related to a constraint qualification. To this end we first introduce the set

$$
\mathcal{D}^{e}=\left\{d_{e} \in \mathcal{L}_{m+1}^{2}[T]: \text { there } \exists u_{e} \in \mathcal{U}^{e} \text { such that } u_{e}+d_{e} \in \mathcal{U}^{e}\right\}
$$

and the set

$$
\mathcal{F}^{e}\left(u_{e}\right)=\left\{d_{e} \in \mathcal{D}^{e}: \max _{j \in I}\left\langle\nabla \bar{g}_{j}^{2}\left(u_{e}\right), d_{e}\right\rangle<0\right\} .
$$

Then the constraint qualification condition takes the form
(CQ) for each $u_{e} \in \mathcal{U}^{e}, \mathcal{F}^{e}\left(u_{e}\right) \neq \emptyset$, and in the case $E \neq \emptyset$ we have

$$
\begin{equation*}
0 \in \text { interior } \mathcal{E}\left(u_{e}\right) \tag{71}
\end{equation*}
$$

where

$$
\mathcal{E}\left(u_{e}\right)=\left\{\left\{\left\langle\nabla \bar{g}_{i}^{1}\left(u_{e}\right), d_{e}\right\rangle\right\}_{i \in E} \in \mathbb{R}^{|E|}: d_{e} \in \mathcal{F}^{e}\left(u_{e}\right)\right\} .
$$

Under stated assumptions Algorithm is globally convergent in the following sense.
Theorem 3. Assume that data for (P) satisfies hypotheses (H1), (H2), (H3), (H4), (H5) and ( $\mathbf{C Q})$. Let $\left\{u_{e}^{k}\right\}$ be a sequence of controls generated by Algorithm and let $\left\{c^{k}\right\}$ be a sequence of the corresponding penalty parameters. Then
i) $\left\{c^{k}\right\}$ is a bounded sequence
ii)

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sigma_{c^{k}}\left(u_{e}^{k}\right)=0, \quad \lim _{k \rightarrow \infty} M\left(u_{e}^{k}\right)=0 \tag{72}
\end{equation*}
$$

iii) Let $\bar{u}_{e}$ be a $\mathcal{L}^{\infty}$ limit point of the sequence $\left\{u_{e}^{k}\right\}$ and $\bar{x}$ the trajectory corresponding to $\bar{u}_{e}$, then the necessary optimality conditions hold:
(NC) :

$$
\begin{equation*}
0 \leq \min _{d_{e} \in \mathcal{D}_{\overline{u_{e}}}}\left[\phi_{x}\left(\bar{x}(1), t_{f}\right) y^{d_{e}}(1)+\phi_{t_{f}}\left(\bar{x}(1), t_{f}\right) d_{t}\right] \tag{73}
\end{equation*}
$$

subject to the constraints

$$
\begin{align*}
g_{i}^{1}(\bar{x}(1))+\left(g_{i}^{1}\right)_{x}(\bar{x}(1)) y^{d_{e}}(1) & =0, i \in E  \tag{74}\\
g_{j}^{2}(\bar{x}(1))+\left(g_{j}^{2}\right)_{x}(\bar{x}(1)) y^{d_{e}}(1) & \leq 0, j \in I_{0, \bar{u}_{e}} \tag{75}
\end{align*}
$$

together with $g_{i}^{1}\left(\bar{x}(1)=0, i \in E, g_{j}^{2}(\bar{x}(1)) \leq 0, j \in I\right.$. Here,

$$
I_{\varepsilon, u_{e}}=\left\{j \in I: \bar{g}_{j}^{2}\left(u_{e}\right) \geq \max _{j \in I} \bar{g}_{j}^{2}\left(u_{e}\right)-\varepsilon\right\}
$$

Proof. (sketch) Notice that the descent function $\sigma_{c^{k}}\left(u_{e}^{k}\right)$ is nonpositive valued at each iteration. Indeed, we have

$$
\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}^{k}\right), d_{e}\right\rangle+c^{k} \beta+1 / 2\left\|d_{e}\right\|_{\mathcal{L}^{2}}^{2} \leq c^{k} M\left(u^{k}\right)
$$

which holds because $0 \in \mathcal{U}^{e}-u_{e}^{k}$. This implies that

$$
\begin{equation*}
\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}^{k}\right), d_{e}\right\rangle+c^{k}\left[\beta-M\left(u_{e}^{k}\right)\right] \leq-1 / 2\left\|d_{e}\right\|_{\mathcal{L}^{2}}^{2} \leq 0 \tag{76}
\end{equation*}
$$

Algorithm generates a sequence of controls $\left\{u_{e}^{k}\right\}$ and the corresponding sequence of penalty parameters $\left\{c^{k}\right\}$ such that $\left\{c^{k}\right\}$ is bounded and any accumulation point of $\left\{u_{e}^{k}\right\}$ satisfies optimality conditions in the form of the weak maximum principle for the problem ( $\mathbf{P}$ ), i.e. $\sigma_{\bar{c}}\left(\bar{u}_{e}\right)=0$ for the limit point $\bar{u}_{e}$ and the limit point of the sequence $\left\{c^{k}\right\}$. But $\sigma_{\bar{c}}\left(\bar{u}_{e}\right)=0$ implies that $M\left(\bar{u}_{e}\right)=0$ due to the definition (68) and since (69) holds.

The proof of the theorem follows the scheme of the proof of Theorem 5.1 in [9]. It is heavily based on sensitivity results stated in Propositions 1.1 and 1.3 (in the case of Theorem 5.1) and stated in Theorem 2 (in the case of the considered theorem). The differences in these sensitivity results are not significant as far as the convergence of Algorithm is concerned (Algorithm can be applied to optimal control problems with dynamics: $x^{\prime}=f(x, u)$ and it will be globally convergent according to Theorem 5.1.).

The proof of Theorem 5.1 is carried out in two steps. In the first step it is shown that under (H1) and (CQ) for any $u \in \mathcal{U}$ there exists a finite $\hat{c}>0$ such that for $c \geq \hat{c} t_{c}(u) \leq 0$ is satisfied. In the second step it is demonstrated that under (H1) and (H5) for any $u \in \mathcal{U}$ and $c>0$ such that $\sigma_{c}(u) \leq 0$ there exists $\hat{c}>0$ for which (70) holds for any $\alpha \in(0, \hat{\alpha})$, provided that $\sigma_{c}(u)<0$. The analysis carried in these two steps provides also the justification for $\sigma_{c}\left(\bar{u}_{e}\right)=0, M\left(\bar{u}_{e}\right)=0$ to be used as necessary optimality conditions.

## 4. ADJOINT EQUATIONS

As it is shown in [9] the implementation of an algorithm for solving the considered optimal control problem requires the evaluation of the scalar products: $\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}\right), d_{e}\right\rangle$, $\left\langle\nabla \bar{g}_{i}^{1}\left(u_{e}\right), d_{e}\right\rangle, i \in E,\left\langle\nabla \bar{g}_{j}^{2}\left(u_{e}\right), d_{e}\right\rangle, j \in I$.

The system can change its discrete state several times on the interval $[0,1]$. For the simplicity of presentation it is assumed that in the time interval $\left[0, t_{t}\right]$ the system evolves according to the equation $x^{\prime}=f_{1}^{e}\left(x, u_{e}\right)$. At a transition time $t_{t}$ the continuous state trajectory crosses the switching surface and then is determined by the equation $x^{\prime}=f_{2}^{e}\left(x, u_{e}\right)$ up to a final time 1.

Proposition 4. Assume that $(\mathbf{H} 1),(\mathbf{H} 2)$ and $(\mathbf{H} 3)$ are satisfied. Suppose that the system evolves on the time interval $\left[0, t_{t}\right]$ according to the equation $x^{\prime}=f_{1}^{e}\left(x, u_{e}\right)$. At a transition time $t_{t}$ the continuous state trajectory crosses the switching surface and then is determined by the equation $x^{\prime}=f_{2}^{e}\left(x, u_{e}\right)$ up to a final time 1 . If $\phi$ is continuously differentiable with respect to its arguments then

$$
\begin{align*}
\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}\right)\right. & \left., d_{e}\right\rangle=\left[\phi_{t_{f}}\left(x(1), t_{f}\right)\right. \\
& \left.-\int_{0}^{t_{t}} \lambda_{1}^{T}(t) f_{1}(x(t), u(t)) d(t) d t-\int_{t_{t}}^{1} \lambda_{2}^{T}(t) f_{2}(x(t), u(t)) d(t) d t\right] d_{t} \\
& -\int_{0}^{t_{t}} \lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{u}\left(x(t), u_{e}(t)\right) d(t) d t-\int_{t_{t}}^{1} \lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{u}\left(x(t), u_{e}(t)\right) d(t) d t \tag{77}
\end{align*}
$$

where $\lambda_{1}, \lambda_{2}$ are solutions to the adjoint equations:

$$
\begin{equation*}
\left(\lambda_{1}^{T}\right)^{\prime}(t)=-\lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{x}\left(x(t), u_{e}(t)\right), t \in\left[0, t_{t}\right] \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda_{2}^{T}\right)^{\prime}(t)=-\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{x}\left(x(t), u_{e}(t)\right), t \in\left[t_{t}, 1\right) . \tag{79}
\end{equation*}
$$

with the terminal condition

$$
\begin{equation*}
\lambda_{2}(1)=-\phi_{x}^{T}\left(x(1), t_{f}\right) \tag{80}
\end{equation*}
$$

and the jump conditions

$$
\begin{align*}
\pi h_{x}\left(x\left(t_{t}\right)\right)^{T}+\lambda_{1}\left(t_{t}\right)-\lambda_{2}\left(t_{t}\right) & =0  \tag{81}\\
\lambda_{2}\left(t_{t}\right)^{T} f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)-\lambda_{1}\left(t_{t}\right)^{T} f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right) & =0 . \tag{82}
\end{align*}
$$

where $\pi$ is the number which under (H2) can be evaluated from (81)-(82).
Proof. To derive the adjoint equations the following augmented functional is constructed

$$
\begin{aligned}
\Phi\left(x, u, t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)= & \phi\left(x(1), t_{f}\right)+\pi h\left(x\left(t_{t}\right)\right) \\
& +\int_{0}^{t_{t}}\left[\lambda_{1}^{T}(t)\left(x^{\prime}(t)-f_{1}^{e}\left(x(t), u_{e}(t)\right)\right)\right] d t \\
& +\int_{t_{t}}^{1} \lambda_{2}^{T}(t)\left(x^{\prime}(t)-f_{2}^{e}\left(x(t), u_{e}(t)\right)\right) d t .
\end{aligned}
$$

One can evaluate the variation of the augmented functional

$$
\begin{aligned}
& d \Phi\left(x, u, t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)=\phi_{x}\left(x(1), t_{f}\right) d x(1)+\phi_{t_{f}}\left(x(1), t_{f}\right) d_{t} \\
& \quad+\pi h_{x}\left(x\left(t_{t}\right)\right) d x\left(t_{t}\right)+\lambda_{1}^{T}\left(t_{t}\right)\left(x^{\prime}\left(t_{t}^{-}\right)-f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\right) d t_{t} \\
& \quad+d\left[\int_{0}^{t_{t}}\left[\lambda_{1}^{T}(t)\left(x^{\prime}(t)-f_{1}^{e}\left(x(t), u_{e}(t)\right)\right)\right] d t\right]-\lambda_{2}^{T}\left(t_{t}\right)\left(x^{\prime}\left(t_{t}^{+}\right)\right. \\
& \left.\quad-f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)\right) d t_{t}+d\left[\int_{t_{t}}^{1} \lambda_{2}^{T}(t)\left(x^{\prime}(t)-f_{2}^{e}\left(x(t), u_{e}(t)\right)\right) d t\right] .
\end{aligned}
$$

By taking into account the fact that $d x(1)=y^{d_{e}}(1)$ and by integrating by parts the formulas $\int \lambda(t) x(t) d t$ one can obtain

$$
\begin{aligned}
& d \Phi\left(x, u, t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)=\phi_{x}\left(x(1), t_{f}\right) y^{d_{e}}(1) \\
& \quad+\phi_{t_{f}}\left(x(1), t_{f}\right) d_{t}+\pi h_{x}\left(x\left(t_{t}\right)\right) d x\left(t_{t}\right) \\
& \quad+\lambda_{1}^{T}\left(t_{t}\right)\left(x^{\prime}\left(t_{t}^{-}\right)-f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\right) d t_{t} \\
& \quad+d\left[\left[\lambda_{1}^{T}(t) x(t)\right]_{0}^{t_{t}}\right]-d\left[\int _ { 0 } ^ { t _ { t } } \left(\left(\lambda_{1}^{T}\right)^{\prime}(t) x(t)\right.\right. \\
& \left.\left.\quad+\lambda_{1}^{T}(t)\left(f_{1}^{e}\left(x(t), u_{e}(t)\right)\right)\right) d t\right]-\lambda_{2}^{T}\left(t_{t}\right)\left(x^{\prime}\left(t_{t}^{+}\right)-f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)\right) d t_{t} \\
& \quad+d\left[\left[\lambda_{2}^{T}(t) x(t)\right]_{t_{t}}^{1}\right]-d\left[\int_{t_{t}}^{1}\left(\left(\lambda_{2}^{T}\right)^{\prime}(t) x(t)+\lambda_{2}^{T}(t) f_{2}^{e}\left(x(t), u_{e}(t)\right)\right) d t\right]
\end{aligned}
$$

Expanding further the variations and taking into account the initial conditions of the linearized equations the following equation is obtained

$$
\begin{aligned}
& d \Phi\left(x, u, t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)=\phi_{t_{f}}\left(x(1), t_{f}\right) d_{t}+\phi_{x}(x(1)) y^{d_{e}}(1) \\
&+\pi h_{x}\left(x\left(t_{t}\right)\right) d x\left(t_{t}\right) \\
&+\lambda_{1}^{T}\left(t_{t}\right) x^{\prime}\left(t_{t}^{-}\right) d t_{t}-\lambda_{1}^{T}\left(t_{t}\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right) d t_{t} \\
&+\lambda_{1}^{T}\left(t_{t}\right) y^{d_{e}}\left(t_{t}^{-}\right)-\int_{0}^{t_{t}}\left(\left(\lambda_{1}^{T}\right)^{\prime}(t) y^{d_{e}}(t)\right. \\
&\left.+\lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{x}\left(x(t), u_{e}(t)\right) y^{d_{e}}(t)+\lambda_{1}^{T}(t)\left(f_{1}^{e}\right) u_{e}\left(x(t), u_{e}(t)\right) d_{e}(t)\right) d t \\
&-\lambda_{2}^{T}\left(t_{t}\right) x^{\prime}\left(t_{t}^{+}\right) d t_{t}+\lambda_{2}^{T}\left(t_{t}^{+}\right) f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right) d t_{t}+\lambda_{2}^{T}(1) y^{d_{e}}(1)-\lambda_{2}^{T}\left(t_{t}\right) y^{d_{e}}\left(t_{t}^{+}\right) \\
&-\int_{t_{t}}^{1}\left(\left(\lambda_{2}^{T}\right)^{\prime}(t) y^{d_{e}}(t)+\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{x}\left(x(t), u_{e}(t)\right) y^{d_{e}}(t)\right. \\
&\left.+\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{u_{e}}\left(x(t), u_{e}(t)\right) d_{e}(t)\right) d t .
\end{aligned}
$$

Now the formula for the differential $d x\left(t_{t}\right)$ is utilized and rearrangement of the components with respect to differentials $d x\left(t_{t}\right), d t_{t}$ and variations $y^{d_{e}}(1), y^{d_{e}}(t), d(t), d_{t}$ leads to

$$
\begin{aligned}
& d \Phi(x, u,\left.t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)=\phi_{t_{f}}\left(x(1), t_{f}\right) d_{t}+\left(\phi_{x}\left(x(1), t_{f}\right)+\lambda_{2}^{T}(1)\right) y^{d_{e}}(1) \\
&+\left(\pi h_{x}\left(x\left(t_{t}\right)\right)+\lambda_{1}^{T}\left(t_{t}\right)-\lambda_{2}^{T}\left(t_{t}\right)\right) d x\left(t_{t}\right) \\
& \quad+\left(\lambda_{2}^{T}\left(t_{t}\right) f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)-\lambda_{1}^{T}\left(t_{t}\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\right) d t_{t} \\
&-\int_{0}^{t_{t}}\left(\left(\left(\lambda_{1}\right)^{\prime}(t)+\lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{x}\left(x(t), u_{e}(t)\right)\right) y^{d_{e}}(t)\right. \\
&\left.+\lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{u}\left(x(t), u_{e}(t)\right) d(t)+\lambda_{1}^{T}(t) f_{1}(x(t), u(t)) d_{t}\right) d t \\
&-\int_{t_{t}}^{1}\left(\left(\left(\lambda_{2}^{T}\right)^{\prime}(t)+\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{x}\left(x(t), u_{e}(t)\right)\right) y^{d_{e}}(t)\right. \\
&\left.+\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{u}\left(x(t), u_{e}(t)\right) d(t)+\lambda_{2}^{T}(t) f_{2}(x(t), u(t)) d_{t}\right) d t .
\end{aligned}
$$

Now conditions for adjoint equations are stated in such a way that the expressions with differentials $d x\left(t_{t}\right), d t_{t}$ and variations $y^{d_{e}}(1), y^{d_{e}}(t)$ disappear, so eventually only the coefficients with variations $d(t), d_{t}$ remain.

To this end the following components have to be equal to zero

$$
\begin{aligned}
& \left(\left(\lambda_{1}^{T}\right)^{\prime}(t)+\lambda_{1}^{T}(t)\left(f_{1}^{e}\right)_{x}\left(x(t), u_{e}(t)\right)\right) y^{d_{e}}(t), t \in\left[0, t_{t}\right] \\
& \left(\left(\lambda_{2}^{T}\right)^{\prime}(t)+\lambda_{2}^{T}(t)\left(f_{2}^{e}\right)_{x}\left(x(t), u_{e}(t)\right)\right) y^{d_{e}}(t), t \in\left[t_{t}, 1\right] .
\end{aligned}
$$

This can be achieved by assuming that $\lambda_{1}, \lambda_{2}$ are solutions to the equations (78)-(79) together with the transversality condition (80).

When we zero components related to $d x\left(t_{t}\right)$ and $d t_{t}$ we come to the equations (81)-(82). Under the assumption (H2) these equations can be solved with respect to $\pi$ and $\lambda_{1}\left(t_{t}\right)$ to get

$$
\begin{aligned}
\pi & =\frac{\lambda_{2}\left(t_{t}\right)^{T}\left(f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)-f_{2}^{e}\left(x\left(t_{t}^{+}\right), u_{e}\left(t_{t}^{+}\right)\right)\right)}{h_{x}\left(x\left(t_{t}\right) f_{1}^{e}\left(x\left(t_{t}^{-}\right), u_{e}\left(t_{t}^{-}\right)\right)\right.} \\
\lambda_{1}\left(t_{t}\right) & =\lambda_{2}\left(t_{t}\right)-\pi h_{x}\left(x\left(t_{t}\right)\right)^{T} .
\end{aligned}
$$

Having solutions to the adjoint equations for $\lambda_{1}$ and $\lambda_{2}$ the first variation of a cost function $\phi\left(x(1), t_{f}\right)$, with respect to a control function variation $d$ and $d_{t}$, we arrive at the thesis if we notice that $\left\langle\nabla \bar{F}_{0}^{e}\left(u_{e}\right), d_{e}\right\rangle=d \Phi\left(x, u, t_{f}, \lambda_{1}, \lambda_{2}, \pi\right)$.

## 5. THE WEAK MAXIMUM PRINCIPLE

On the basis of the defined adjoint equations one can formulate the weak maximum principle for the considered problem. Suppose that $\bar{u}_{e}=\left(\bar{u}, \bar{t}_{f}\right)$ is the problem solution. The weak maximum principle for the problem $(\mathbf{P})$ can take a quite complicated form, depending on the number of switching points triggered by the optimal control $\bar{u}_{e}$. In order to exemplify the possible conditions stated by the weak maximum principle, we assume that there is only one switching point and at this point the system changes its discrete state from the state $q=1$ to the state $q=2$-we call this case as Case $1-2$. For this case the necessary optimality conditions $\left(\mathbf{N C}^{\mathbf{1 2}}\right)$ will shape as follows (they are expressed in terms of the original problem formulation, so $\bar{t}_{t}$ is the switching time evaluated on the time interval $\left[0, \bar{t}_{f}\right]$ ).
$\left(\mathbf{N C}^{\mathbf{1 2}}\right)$ : There exist: nonnegative numbers $\alpha_{j}^{2}, j \in I$, numbers $\alpha_{i}^{1}, i \in E$ such that $\sum_{i \in E}\left|\alpha_{i}^{1}\right|$ $+\sum_{j \in I} \alpha_{j}^{2} \neq 0$; number $\pi$; absolutely continuous function $\lambda_{1}, \lambda_{2}$ such that the following conditions hold:
(i) terminal conditions

$$
\lambda_{2}\left(\bar{t}_{f}\right)=\phi_{x}^{T}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right)+\sum_{i \in E} \alpha_{i}^{1}\left(g_{i}^{1}\right)_{x}^{T}\left(\bar{x}\left(\bar{t}_{f}\right)\right)+\sum_{j \in I} \alpha_{j}^{2}\left(g_{j}^{2}\right)_{x}^{T}\left(\bar{x}\left(\bar{t}_{f}\right)\right)
$$

(ii) adjoint equations
a.e. on $\left[\overline{\bar{t}}_{t}, \bar{t}_{f}\right)$

$$
\lambda_{2}^{\prime}=-\left(f_{2}\right)_{x}^{T}(\bar{x}, \bar{u}) \lambda_{2}
$$

a.e. on $\left[0, \bar{t}_{t}\right]$

$$
\lambda_{1}^{\prime}=-\left(f_{1}\right)_{x}^{T}(\bar{x}, \bar{u}) \lambda_{1}
$$

(iii) jump conditions

$$
\begin{aligned}
\pi h_{x}\left(\bar{x}\left(\bar{t}_{t}\right)\right)^{T}+\lambda_{1}\left(\bar{t}_{t}\right)-\lambda_{2}\left(\bar{t}_{t}\right) & =0 \\
\lambda_{2}\left(\bar{t}_{t}\right)^{T} f_{2}\left(\bar{x}\left(\bar{t}_{t}^{+}\right), \bar{u}\left(\bar{t}_{t}^{+}\right)\right)-\lambda_{1}\left(\bar{t}_{t}\right)^{T} f_{1}\left(\bar{x}\left(\bar{t}_{t}^{-}\right), \bar{u}\left(\bar{t}_{t}^{-}\right)\right) & =0 .
\end{aligned}
$$

from which terminal conditions for $\lambda_{1}$ at point $\bar{t}_{t}$ can be evaluated;
(iv) the weak maximum principle
a.e. on $\left[\overline{\bar{t}}_{t}, \bar{t}_{f}\right)$

$$
\lambda_{2}^{T}(t)\left(f_{2}\right)_{u}(\bar{x}(t), \bar{u}(t)) u \leq \lambda_{2}^{T}(t)\left(f_{2}\right)_{u}(\bar{x}(t), \bar{u}(t)) \bar{u}(t)
$$

a.e. on $\left[0, \bar{\tau}_{t}\right)$

$$
\lambda_{1}^{T}(t)\left(f_{1}\right)_{u}(\bar{x}(t), \bar{u}(t)) u \leq \lambda_{1}^{T}(t)\left(f_{1}\right)_{u}(\bar{x}(t), \bar{u}(t)) \bar{u}(t)
$$

for all $u \in \Omega$;

$$
\begin{aligned}
& -\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right) t_{f}+\frac{t_{f}}{\bar{t}_{f}}\left(\int_{0}^{\bar{t}_{t}} \lambda_{1}(t) f_{1}(\bar{x}(t), \bar{u}(t)) d t+\int_{\bar{t}_{t}}^{t_{f}} \lambda_{2}(t) f_{2}(\bar{x}(t), \bar{u}(t)) d t\right) \\
& \quad \leq-\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right) \bar{t}_{f}+\int_{0}^{\bar{t}_{t}} \lambda_{1}(t) f_{1}(\bar{x}(t), \bar{u}(t)) d t+\int_{\bar{t}_{t}}^{\bar{t}_{f}} \lambda_{2}(t) f_{2}(\bar{x}(t), \bar{u}(t)) d t
\end{aligned}
$$

for all $t_{f} \in \mathcal{T}_{f}$;
(v) complementarity conditions

$$
\alpha_{j}^{2}=0, \text { if } j \notin I_{0, \bar{u}_{e}} .
$$

Having adjoint equations, assuming the constraint qualification (CQ) and taking into account Theorem 2 one can derive necessary optimality conditions for the problem ( $\mathbf{P}$ ) and its case Case 1-2. The necessary optimality conditions ( $\left.\mathbf{N C}^{\mathbf{1 2}}\right)$ are stated in the form of the weak maximum principle.

The maximum condition stated for the final time variable will agree with the well-known condition for minimum time control problems if a hybrid system stays in one discrete state on the whole horizon $\left[0, \bar{t}_{f}\right]$.

Suppose that the discrete states switching does not occur, so for the optimal pair $\left(\bar{u}, \bar{t}_{f}\right)$ the continuous state is decsribed by the equation $x^{\prime}=f_{1}(x, u)$. Then, according (for example) to [5] the Hamiltonian $H\left(\bar{x}, \bar{u}, \lambda_{1}\right)=\lambda_{1}^{T} f_{1}(\bar{x}, \bar{u})$ is a constant function of time and we can take $H\left(\bar{x}\left(\bar{t}_{f}\right), \bar{u}\left(\bar{t}_{f}\right), \lambda_{1}\left(\bar{t}_{f}\right)\right)$ as this constant value. Then we have

$$
\begin{aligned}
& -\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right) t_{f}+\frac{t_{f}}{\overline{t_{f}}} H\left(\bar{x}\left(\bar{t}_{f}\right), \bar{u}\left(\bar{t}_{f}\right), \lambda_{1}\left(\bar{t}_{f}\right)\right) \bar{t}_{f} \\
& \quad \leq-\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right) \bar{t}_{f}+H\left(\bar{x}\left(\bar{t}_{f}\right), \bar{u}\left(\bar{t}_{f}\right), \lambda_{1}\left(\bar{t}_{f}\right)\right) \bar{t}_{f}
\end{aligned}
$$

from which the standard maximum condition for the minimum time control problem follows

$$
\begin{aligned}
& \left(-\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right)+H\left(\bar{x}\left(\bar{t}_{f}\right), \bar{u}\left(\bar{t}_{f}\right), \lambda_{1}\left(\bar{t}_{f}\right)\right)\right) t_{f} \\
& \quad \leq\left(-\phi_{t_{f}}\left(\bar{x}\left(\bar{t}_{f}\right), \bar{t}_{f}\right)+H\left(\bar{x}\left(\bar{t}_{f}\right), \bar{u}\left(\bar{t}_{f}\right), \lambda_{1}\left(\bar{t}_{f}\right)\right)\right) \bar{t}_{f}
\end{aligned}
$$

(see, for example, [5]).
Theorem 5. Assume that the hypotheses (H1), (H2), (H3), (H4), (H5), (CQ) for the problem $(\mathbf{P})$ are satisfied. If $\left(\bar{x}, \bar{u}, \bar{t}_{f}\right)$ is a solution to the problem $(\mathbf{P})$ and Case 1-2 holds, then the necessary optimality conditions $\left(\mathbf{N C}^{\mathbf{1 2}}\right)$ are satisfied.

Proof. As shown in the proof of Theorem 5.1 in [13] the conclusions of the proof of Theorem 3 can be expressed by

$$
\min _{d_{e} \in \overline{\mathcal{A}}_{\bar{u}}} \max _{\gamma \in \mathcal{K}} \Psi\left(d_{e}, \gamma\right)=0
$$

where

$$
\begin{gathered}
\mathcal{K}=\left\{\gamma=\left(\alpha_{0},\left\{\alpha_{i}^{1}\right\}_{i \in E},\left\{\alpha_{j}^{2}\right\}_{j \in I}\right) \in \mathbb{R}^{1+|E|+|I|}: \alpha_{0} \geq 0, \alpha_{j}^{2} \geq 0, j \in I,\right. \\
\left.\alpha_{0}+\sum_{i \in E}\left|\alpha_{i}^{1}\right|+\sum_{j \in I} \alpha_{j}^{2}=1, \alpha_{j}^{2}=0 \text { if } j \notin I_{0, \bar{u}_{e}}\right\}
\end{gathered}
$$

and

$$
\Psi\left(d_{e}, \gamma\right):=\alpha_{0}\left\langle\nabla \bar{F}_{0}^{e}(\bar{u}), d_{e}\right\rangle+c\left(\sum_{i \in E} \alpha_{i}^{1}\left\langle\nabla \bar{g}_{i}^{1}\left(\bar{u}_{e}\right), d_{e}\right\rangle+\sum_{j \in I_{0, \bar{u}_{e}}} \alpha_{j}^{2}\left\langle\nabla \bar{g}_{j}^{2}\left(\bar{u}_{e}\right), d_{e}\right\rangle\right) .
$$

$\Psi(\cdot, \gamma)$ is a linear function on $\mathcal{L}_{m+1}^{2}[T]$ of which $\mathcal{D}_{\bar{u}_{e}}$ is a convex subset. $\Psi(d, \cdot)$ is a bounded linear map and $\mathcal{K}$ is a compact convex set with respect to the product topology of $\mathbb{R}^{1+|E|+|I|}$. It follows from the minimax theorem ([1]) that there exists some nonzero $\bar{\gamma} \in \mathcal{K}$ such that

$$
\begin{equation*}
\min _{d_{e} \in \mathcal{D}_{\bar{u}_{e}}} \max _{\gamma \in \mathcal{K}} \Psi\left(d_{e}, \gamma\right)=\min _{d_{e} \in \mathcal{D}_{\bar{u}_{e}}} \Psi\left(d_{e}, \bar{\gamma}\right)=0, \tag{83}
\end{equation*}
$$

with $\bar{\gamma}=\left(\bar{\alpha}_{0},\left\{\bar{\alpha}_{i}^{1}\right\}_{i \in E},\left\{\bar{\alpha}_{j}^{2}\right\}_{j \in I}\right)$.
Since the constraint qualification (CQ) holds we can show that $\bar{\alpha}_{0} \neq 0$.
The adjoint equations have been derived for the functional $\bar{F}_{0}^{e}(u)$, however similar analysis could be carried out for the functional

$$
H(u)=\bar{F}_{0}^{e}\left(u_{e}\right)+c\left(\sum_{i \in E} \bar{\alpha}_{i}^{1} \bar{g}_{i}^{1}\left(u_{e}\right)+\sum_{j \in I} \bar{\alpha}_{j}^{2} \bar{g}_{j}^{2}\left(\bar{u}_{e}\right)\right),
$$

and then we take $\alpha_{i}^{1}=c \bar{\alpha}_{i}^{1}, i \in E, \alpha_{j}^{2}=c \bar{\alpha}_{j}^{2}, j \in I$ (notice that $c>0$ ).
Since the obtained conclusion is for the problem ( $\mathbf{P}$ ) we need to apply the time transformation $[0,1] \ni \tau \rightarrow t \in\left[0, \bar{t}_{f}\right]: t=\bar{t}_{f} \tau$ to arrive at the conditions $\left(\mathbf{N C}^{12}\right)$.
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